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trabajar en este proyecto. Raúl Ortiz, por su apoyo en mis etapas tempranas de investigación y
por motivarme a participar en el Diplomado en F́ısica Teórica del MCTP en México. Los profe-
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Abstract

Neutrinos play a crucial role in explosive stellar events. In core collapse supernovae (CCSN),
neutrinos produced thermally in the proto-neutron star drive the CCSN dynamics, reviving the
shock wave that causes the explosion. In neutron star mergers (NSM), neutrinos can significantly
affect the ratio of neutrons to protons in the ejected mass via charged-current reactions, having a
big impact on the production of heavy elements. Simulations have revealed that in those systems
neutrinos undergo substantial fast flavor instabilities that make it challenging to fully understand
the neutrino non-linear many-body dynamics, mainly because of the large number of neutrinos
involved and the small spatial scale of the neutrino flavor oscillation in comparison with the CCSN
and NSM spatial scale. In simplified neutrino models (bipolar oscillations), the presence of chaos
in the flavor evolution has been proposed. Since chaotic systems are very sensitive to initial con-
ditions, i.e., trajectories of slightly different initial conditions diverge exponentially, our ability to
predict the neutrino flavor behavior in CCSN and NSM could be limited. To clarify this problem,
we approximate the behavior of neutrinos inside NSM by simulating neutrino fast flavor instabil-
ities in a domain a few centimeters wide. Our goal is to analyze the dynamics of nearby flavor
states in the presence of neutrino fast flavor instabilities. We solve the neutrino quantum kinetic
equation numerically including the neutrino self-interaction term in the flavor Hamiltonian, using
the particle-in-cell code EMU under the mean field approximation. We conclude that solutions
with nearby initial states diverge exponentially in the non-linear regime of the neutrino flavor
evolution, demonstrating the presence of chaos. This produces a huge uncertainty in both the spa-
tial flavor neutrino distributions and the density matrix of the individual computational particles.
However, the domain-averaged neutrino density matrix component is not highly affected by chaos
(1% maximum uncertainty) and could be used as a key variable in global neutrino simulations of
CCSN and NSM.
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Chapter 1

Introduction

It is well known that neutrinos oscillate between electron, muon and tau flavors while propagat-
ing [4, 5]. This flavor transformation can be strongly affected by the interaction of neutrinos
with the background matter (charged leptons and quarks) via the Mikheyev-Smirnov-Wolfenstein
(MSW) effect [6, 7]. In addition, the neutrino-neutrino coherent forward interaction may result in
sophisticated flavor oscillation phenomena in dense neutrino environments [8, 9, 10].

Neutrino flavor transformations play a crucial role in astrophysical systems, including binary
mergers and core-collapse supernovae. After the big bang, these are the only sites in the universe
where neutrinos are produced at densities high enough to be briefly confined [11]. Core-collapse
supernovae are produced when a massive star collapses after exhausting its nuclear fuel. The
infalling material abruptly stops when the core reaches the nuclear density generating a bounce
and a shock wave that propagates through the star producing the explosion. Neutrinos generated
in the deep region of the star drive the explosion carrying energy from the collapsed core to
the infalling material below the shock front. In the delayed supernova scenario, this mechanism
propels the stalled shock wave through the star, causing the explosion [12, 13, 14, 15]. The
explosion energies, neutrino luminosity, electromagnetic signals, and ejected material have all been
simulated by a variety of core-collapse supernova simulations [16, 17, 18, 19]. However, several
sources of uncertainties, such as a consistent treatment of the quantum neutrino transport [15, 20],
the equation of state for matter beyond nuclear densities [21, 22] and the nuclear reaction rates of
heavy and very unstable elements [23], make the core-collapse supernova explosion mechanism an
open problem that requests further studies and simulations [24].

Neutron star mergers and supernovae are also prime candidates for the production of much of
the heavy nuclei of the universe. The neutrinos emitted from the resulting hot accretion disk and
ejected material can significantly affect the production of neutrons and protons via the following
reactions:

p+ ν̄e ↔ n+ e+ (Eq. 1.0.1)

n+ νe ↔ p+ e−. (Eq. 1.0.2)

Since different neutrino flavors interact in different ways with background matter, neutrino flavor
transformation can have a big impact on the final production of heavy elements [25, 26, 27, 28, 29].

Neutron star mergers are being actively investigated observationally as important multimes-
senger events: gravitational waves, short gamma-ray bursts, kilonovae, electromagnetic afterglows
and neutrinos [30, 31, 32, 33]. The gravitational wave event GW170817 [34] of two neutron stars
colliding was widely studied in several multimessenger observations [35, 36]. The observed Kilonova
light curve that resulted from the radiative decay of nuclei in the ejected material was the first
direct detection of the synthesis of heavy elements via a rapid neutron capture process (r-process)
[37, 38]. From a theoretical and computational perspective, several simulations have attempted
to forecast the amount and composition of material ejected during compact object mergers, as
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well as the electromagnetic signals, gravitational waves, and final compact object that results from
the merger [39, 40, 41, 42, 43, 44, 45]. These simulations include the effects of general relativity,
inviscid hydrodynamics, magnetic fields, a dense nuclear equation of state, nuclear reactions, and
the transport of energy by neutrinos [46]. The neutrino flavor transformations have yet to be fully
implemented in a neutron star merger simulation, though.

Despite its importance, the neutrino flavor transformation in dense neutrino environments is
not fully understood. The flavor transformation due to the non-zero neutrino propagation mass
and the MSW effects depends linearly on the neutrino quantum states. However, an ensemble
of neutrinos undergoing coherent forward scattering among themselves is an interacting quantum
many-body system that makes the flavor evolution equation highly non-linear. It is expected
that the neutrino system will develop quantum entanglement between the neutrinos, which can
leave imprints on their flavor evolution histories [47]. Quantum many-body systems involve an
exponential increase in system complexity as the number of neutrinos increases. The Hilbert space
of an ensemble of N interacting neutrinos with a number of flavors nf has a dimension of nN

f . State
of the art full quantum many-body neutrino simulations do not involve more than 20 neutrinos
[47, 48, 49, 50]. Several methods have been used to approximate the neutrino many-body evolution,
based on compact representations of the wave function through tensor network methods [51, 52, 53]
and other product state configurations [54] and this allows hundreds of neutrinos to be simulated
[47]. Neglecting neutrinos quantum entanglements, the neutrino ensemble can be described in
the mean field approximation by evolving N pure quantum states as nf × nf density matrices;
this reduces the Hilbert space to a dimension of NnF . Formally, the mean field approximation is
defined as an approximation of the expectation values of operator products as a product of the
expectation values of individual operators [47]. Even with all this approximation in hand, a global
implementation of the neutrino flavor transformations in neutron star mergers and core-collapse
supernovae simulations is not computationally possible because of the highly non-linear complexity
of the Hamiltonian, the large number of neutrinos and the small spatial and timescale of the flavor
transformations [55, 56].

Although preliminary research suggested that neutrino flavor oscillations are not crucial for
the dynamics of core-collapse supernovae [57, 58], the recently explored possibility of fast flavor
instabilities deep inside core-collapse supernovae and neutron star accretion disks (see e.g. [59,
60, 56]) change the scenery, opening the possibility to neutrino flavor transformation on time and
spatial scales of a few nanoseconds and centimeters, respectively [61, 62, 63, 55, 8]. Fast flavor
conversion has the potential to drastically alter the elements generated in the ejected material,
even if it has little bearing on the dynamics of a core-collapse supernova explosion [64, 65]. Recent
numerical investigations have shown that simpler neutrino models exhibit fast flavor instabilities
[66, 24, 46, 8, 67, 68, 69, 70]. At a specific site in a dense neutrino environment, a necessary and
sufficient requirement for the emergence of fast flavor instabilities is at least one direction in which
equal numbers of neutrinos and antineutrinos are moving, canceling the flux. This is a crossing
in the lepton angular distribution [58, 66]. Since the interiors of supernovae and mergers cannot
be observed directly, simulation must be used to determine whether fundamental physics, as it
is currently understood, can account for what we observe in nature. Several numerical studies
that simulates classical transport of neutrinos (no flavor oscillation) suggested favorable conditions
for fast flavor conversions in the core-collapse supernovae’s protoneutron star convection region
[71, 72], under the shock wave [73, 74, 75], above the shock wave [76, 77], during the cooling
phase of the protoneutron star [78] and neutron star merger accretion disk [56, 79] (see reference
[11] for a review of the ways to test the emergence of neutrino fast flavor instability and recent
results of possible fast flavor unstable regions in core-collapse supernovae and neutron start merger
simulations).

In addition to the computational difficulty, the non-linear nature of the neutrino flavor transfor-
mation in dense neutrino environments offers other inconveniences. Previous studies have suggested
the presence of chaos in the bipolar neutrino flavor oscillations [80, 81]. The flavor trajectories
were observed to diverge exponentially at slightly altered initial conditions, disrupting the bipolar
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oscillation’s periodicity. Since future observations of supernovae neutrinos will reveal critical scien-
tific information about the collapsing stellar core [82], a chaotic flavor development could severely
restrict our capacity to predict and explain the neutrino behavior in supernovae and also neutron
star mergers. Despite its importance, our current understanding of chaos in dense neutrino sys-
tems is limited to the two-beam neutrino model, which consists of two neutrino flavors with two
opposing momentum states [80, 81]. In order to shed light on the problem, I extend the study
of chaos to a more realistic distribution of neutrinos that experience fast flavor instabilities. In
this thesis, I simulate the one-dimensional fiducial simulation extensively discussed in reference
[24] and the neutron star merger described in reference [56]. The main goal is to characterize the
sensitivity depending on the initial neutrino flavor state and the impact of chaos on our capacity
to foresee the evolution of neutrino flavor in dense neutrino astrophysical systems.
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Chapter 2

Neutrino oscillations

This chapter is focused on the theory of the neutrino oscillation. In the next two Sections, 2.1 and
2.2, I will briefly describe the neutrino observations that led to the experimental discovery of the
neutrino flavor oscillation and the non-zero mass of neutrinos. I will expose the theory of neutrino
flavor transformation in vacuum in Section 2.3. In Section 2.4, I will expose how the neutrino
interaction with background matter (NSM effect) impacts the flavor transformations. Finally, I
will expose the fast flavor conversion result of the neutrino-neutrino coherent forward scattering
in Section 2.5.

The main structure of this chapter is inspired by the outstanding readings of: Fundamentals
of neutrino physics and astrophysics by C. Giunti and C Kim [83]; Neutrino physics by K. Zuber
[84]; Neutrino oscillations: a practical guide to basics and applications by F. Suekane [85]; Chapter
9 and 11 of Introduction to elementary particle by D. Griffiths [86] and Chapter 11, 12 and 13 of
Modern particle physics by M. Thomson [87].

2.1 Solar neutrinos

Solar neutrinos played a crucial role in the discovery of the non-zero neutrino masses inferred by
the neutrino oscillation phenomenon. In low-mass stars like the sun, the source of energy that
keeps the stars stable against gravity is primarily from the proton-proton chain, in which protons
experience the energetically favorable fusion reactions to alpha particles1 [88]. The proton-proton
chain starts with the reaction of two protons producing a deuteron, a positron and an electron
neutrino, or the combination of two protons with an incoming electron, producing a deuteron and
an electron neutrino

p+ p −→ d+ e+ + νe (Eq. 2.1.1)

p+ p+ e− −→ d+ νe, (Eq. 2.1.2)

eventually, the deuteron picks up another proton to form a Helium-3 nucleus, releasing energy in
the form of a photon

d+ p −→ 3He + γ.

In this state, Helium-3 reacts in three different ways:

1. It can join a proton producing an alpha particle (Helium-4 nucleus), a positron and an
electron neutrino

3He + p −→ α+ e+ + νe. (Eq. 2.1.3)

1In heavier main-sequence stars, the dominant mechanism is the CNO (Carbon-Nitrogen-Oxygen) cycle.

5



2. It can combine another Helium-3 nucleus to form an alpha particle and two leftover protons

3He + 3He −→ α+ p+ p.

3. It can join an alpha particle to make Beryllium-7, with the emission of a photon

3He + α −→ 7Be + γ.

The final part of the proton-proton chain is the transformation of Beryllium-7 into alpha par-
ticles. Beryllium-7 absorbs an electron producing Lithium-7 and an electron neutrino. Eventually,
Lithium-7 picks up a proton emitting two alpha particles

7Be + e− −→ 7Li + νe (Eq. 2.1.4)
7Li + p −→ α+ α,

alternatively, Beryllium-7 can absorb a proton, producing unstable Boron-8 and a photon, Boron-8
quickly decays into an unstable Beryllium-8 exited state with a positron and an electron neutrino,
finally, Beryllium-8 decays to two alpha particles

7Be + p −→ 8B+ γ (Eq. 2.1.5)
8B −→ 8Be∗ + e+ + νe

8Be∗ −→ α+ α.

In order to experimentally test the proton-proton chain in the standard solar model, it was
required to perform a precise theoretical calculation of the neutrino flux emitted in the five reactions
in equations 2.1.1, 2.1.2, 2.1.3, 2.1.4 and 2.1.6. This was primarily done by Bahcall during the
decade of the 1960s [89]. A more recent report can be seen in Figure 2.1.

The earliest solar neutrino experiment was done by Raymond Davis at the Homestake Solar
Neutrino Observatory in the Homestake Mine in South Dakota, USA. The experiment consisted of
a tank containing 615 tons of dry cleaning fluid (C2Cl3) which was required to be deep underground
to eliminate the cosmic ray background. In this experiment, neutrinos with energies greater than
0.814 MeV interacted with the Chlorine-37 producing radioactive Argon-37 that was detected and
counted

νe +
37Cl −→ e− + 37Ar. (Eq. 2.1.6)

Theoretical estimates predict around 1.7 neutrino interactions per day. However, Davis, et
al. only observed 0.48 ± 0.04 neutrino interactions per day [90]. This was about one third of the
prediction by Bahcall, et. al. in reference [89]. This discrepancy was reported in 1968 in references
[91] and [92] and marked the birth of the solar neutrino problem, the precursor of the discovery
of the neutrino oscillations due to the existence of a non-zero neutrino mass. For this experiment,
Raymond Davis was awarded the 2002 Physics Novel Prize.

Subsequently, the Soviet–American Gallium Experiment (SAGE) which began operations in
1989, confirmed the solar neutrino discrepancy [93]. SAGE consisted of a 50-ton gallium detector
stored deep underground at the Baksan Neutrino Observatory in the Caucasus Mountains in Russia.
Unlike the Homestake experiment, SAGE detected neutrinos via the Gallium reaction

νe +
71Ga −→ e− + 71Ge, (Eq. 2.1.7)

which is a less energetic reaction than the electron neutrino chlorine in equation 2.1.6 used in the
Homestake experiment. This reaction permitted the detection of neutrinos with energies above
233.2 keV. This was the first time solar neutrinos from the reaction p + p −→ d + e+ + νe were
detected. At almost the same time and using the same Gallium reaction, the Gallium Experiment
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Figure 2.1: Solar neutrino flux from reference [1]. Figure used with permission of the authors and
The Astrophysical Journal.

(GALLEX) in the Laboratori Nazionali del Gran Sasso, Italy, confirmed the missing solar neutrinos
[94].

In all of these experiments, the neutrino detection mechanism was based only on the electron
neutrino reactions. There was no way to determine whether the theoretical calculation of the
neutrino emission based on the standard solar model was correct or whether the total neutrino
flux (νe + νµ + ντ ) could confirm the standard solar model prediction and the existence of a
neutrino mechanism to change flavor beyond the particle standard model. The introduction of
new neutrino detectors, such as the Super-Kamiokande Collaboration in Japan and the Sudbury
Neutrino Observatory in Canada, changed the landscape, allowing the possibility of detecting
electron, muon and tau neutrinos coming from the sun.

The Super-Kamiokande Collaboration used a 50, 000 ton detector with water as its neutrino
target. Unlike the Homestake, SAGE and Gallex experiments, Super-Kamiokande can detect
neutrinos through the scattering of electrons

νl + e− −→ νl + e−, (Eq. 2.1.8)

where l represent electron, muon and tau flavors.
The detection method involved measuring the Cherenkov radiation that water’s scattered elec-

trons released. In the measurements, the electron neutrino scattering had 6.5 times more detection
efficiency than the muon and tau neutrinos, implying the impossibility of measuring the total solar
neutrino flux. Super-Kamiokande was able to measure neutrino energies and momenta above 5
MeV, as below this energy the noise from the background radiation of the earth’s beta decay ra-
dioisotopes dominated. For this reason, the measurements were sensitive primarily to the Boron-8
neutrinos produced in the sun. It is important to remark that the Super-Kamiokande measure-
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ments of the neutrino direction provided clear evidence that the neutrino flux detected came from
the sun and they were about half the theoretical prediction [95, 4].

The final experimental evidence of the solar neutrino oscillation came from the Sudbury Neu-
trino Observatory (SNO). SNO is a 1,000-ton heavy water (D2O) detector designed to measure
both the electron neutrino flux and the total neutrino flux. Heavy water has a special property
that allows neutrinos to interact in three different physical processes, each with different sensitiv-
ities. Another important property of the SNO experiment is that deuterons in heavy water have
a binding energy between protons and neutrons that is lower than the boron-8 neutrino energies
emitted by the sun, resulting in kinematically favorable reactions for lower-energy neutrinos.

In the SNO, electron neutrinos interact with deuterons through a charged current reaction to
create two protons and one electron

νe + d −→ p+ p+ e−, (Eq. 2.1.9)

this reaction is detected via the Cherenkov radiation emitted by the electron. Due to the high
deuteron rest energy in comparison to the incoming neutrino energy, it is not possible to measure
the neutrino momentum direction.

At the same time, all neutrinos, independently of flavor, interact with deuterons via the neutral
current reaction, emitting a neutron, a proton and a neutrino of the same flavor

νl + d −→ n+ p+ νl, (Eq. 2.1.10)

the neutron emitted in this reaction is expected to be captured by a Hydrogen-3 producing
Hydrogen-4 and a 6.25 MeV photon

n+ 3H −→ 4H+ γ, (Eq. 2.1.11)

the high-energy photon interaction with the background matter of the detector will produce rela-
tivistic electrons that can be detected via Cherenkov radiation.

Finally, SNO was able to detect the neutrino scattering with electrons as in equation 2.1.8.
However, as mentioned before, this process shows more efficiency for the detection of the electron
neutrino scattering than the other flavors by approximately 6.5 times. The scattered electron
and also the Cherenkov radiation signal will point in the sun’s direction as the electron energy is
considerably less than the neutrino scattered energy, in this way, it is possible to distinguish the
scattering process from the charged current reactions. This, combined with the different energy
distribution of the detected Cherenkov photons, made it possible to distinguish between neutrinos
from the three interactions mentioned before.

The SNO result showed that the total neutrino flux agreed with the theoretical prediction of
the standard solar model

ΦSNO
νeµτ

= 5.44± 0.99× 10−6cm−2s−1. (Eq. 2.1.12)

Meanwhile, SNO showed that the missing neutrinos correspond to the mu and tau neutrino fluxes

ΦSNO
νµτ

= 3.69± 1.13× 10−6cm−2s−1. (Eq. 2.1.13)

As there is no reaction in the solar model proton-proton chain that produces muon and tau neutri-
nos, this was convincing evidence that neutrinos change flavor while traveling from the sun to the
earth. Currently, this quantum phenomenon can only be explained if neutrinos acquire a non-zero
mass via a mechanism beyond the particle standard model [5].

2.2 Atmospheric neutrinos

Although the precursor of the discovery of the neutrino flavor oscillation was the solar neutrino
problem, the first conclusive evidence of this phenomenon came from the Kamiokande Collab-
oration (precursor of the Super-Kamiokande Collaboration) using measurements of atmospheric
neutrinos at the beginning of the 1990s [96, 97, 98].
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Atmospheric neutrinos are produced as decay products of hadronic showers (pions and then
muons) produced by the collision of high-energy cosmic rays (protons from outer space) with
molecules in the upper atmosphere. Neutrinos are produced first by the decay of pions, which also
produce muons

π+ −→ µ+ + νµ (Eq. 2.2.1)

π− −→ µ− + ν̄µ (Eq. 2.2.2)

eventually, muons decay to electrons producing electron and muon neutrinos

µ+ −→ e+ + νe + ν̄µ (Eq. 2.2.3)

µ− −→ e− + ν̄e + νµ. (Eq. 2.2.4)

As can be deduced from equations 2.2.1, 2.2.2, 2.2.3 and 2.2.4, the ratio of muon flux (νµ+ ν̄µ)
to electron flux (νe+ ν̄e) must be equal to two in the case of no flavor transformation. However, the
Kamiokande Collaboration found a smaller ratio of muon and electron neutrino and antineutrino
flux [96]

(µ/e)data / (µ/e)MC = 0.60+0.07
−0.06(stat.)± 0.05(syst.) (Eq. 2.2.5)

where (µ/e)MC is the Monte Carlo prediction of muon and electron detections in the case of a 2 :: 1
relation in the muon and electron neutrino and antineutrino flux.

This result strongly suggests that neutrinos changed their flavor while traveling from the atmo-
sphere to the detector. An analysis of the direction of neutrinos led to the conclusion that neutrinos
that came directly overhead (traveled around ten kilometers) showed the 2 :: 1 expected flux ratio,
but the muon-electron neutrino antineutrino flux ratio decreased as the zenith angle of the incoming
neutrinos decreased (the traveled distance increased). In 1998, the Super-Kamiokande Collabora-
tion confirmed and improved these results, confirming the neutrino flavor oscillation phenomenon
in atmospheric neutrinos [99].

2.3 Neutrino flavor oscillation in vacuum

Nowadays, it is well known that neutrinos behave in a quantum superposition of flavor (or weak
interaction) eigenstates |να⟩, where α = e, µ, τ represents electron, muon and tau flavors, respec-
tively

|ν⟩ = νe |νe⟩+ νµ |νµ⟩+ ντ |ντ ⟩ . (Eq. 2.3.1)

Neutrinos(antineutrinos) are produced and detected in flavor eigenstates in charged-current
weak interaction processes either in transitions of charged lepton l−α to a neutrino να or anti-
lepton l+α to an antineutrino ν̄α; or a creation pair of charged anti-lepton l+α and a neutrino να
or lepton l−α and an antineutrino ν̄α, these neutrino production interactions are described by the
charged-current weak interaction Lagrangian

LCC = − g

2
√
2

�
jρWρ + jρ†W †

ρ

�
(Eq. 2.3.2)

where jρ = 2ν̄αγ
ρlα is the lepton charged current and Wρ is the charged weak interaction boson

coupling term. We assumed the Einstein summation convention. Neutrinos can also be produced
in neutral-current weak interactions but are not created in a definite flavor eigenstate [83].

Although neutrinos are detected in flavor eigenstates, neutrinos propagate in the mass eigen-
states2 solutions to the Dirac equation νi [100]

(i/∂ −mi)νi = 0. (Eq. 2.3.3)

2Unlike flavor eigenstates that are represented with greek subindices να, mass eigenstates will be represented
with Latin subindices νi.
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These states have well defined non-degenerate non-zero masses mi, where i = 1, 2, 3 (see chapter 2
of reference [83] for a discussion of the Dirac equation’s solutions). The Fourier expansion of the
Dirac field operator νi will be given by

νi(x) =

Z
d3p

(2π)
3
2E

X

h=±1

h
a(h)νi

(p)u(h)
νi

(p)e−ip·x + b(h)†νi
(p)v(h)νi

(p)eip·x
i

(Eq. 2.3.4)

where a
(h)
νi (p) and b

(h)†
νi (p) are the neutrino annihilation and antineutrino creation operators and

u
(h)
νi (p) and v

(h)
νi (p) are the Dirac spinors that depend on the used γ matrix representation.

The relationship between the mass νi and flavor basis να is given, in analogy to the quark
mixing [101, 102] by the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) unitary mixing matrix [103]

να =
X

i

U†
αiνi (Eq. 2.3.5)

The PMNS mixing matrix takes the form

U =



1 0 0
0 c23 s23
0 −s23 c23







c13 0 s13e
−iδcp

0 1 0
−s13e

iδcp 0 c13







c12 s12 0
−s12 c12 0
0 0 1


 (Eq. 2.3.6)

where cij = cos(θij) and sij = sin(θij), θij = θ12, θ13, θ23 are the three mixing angles and δcp is the
charge parity violation phase. Current measurements show that [103]

sin2 θ12/10
−1 = 3.11+0.15

−0.17

sin2 θ23/10
−1 = 5.59+0.10

−0.26

sin2 θ13/10
−2 = 2.230+0.072

−0.069

δ◦cp = 274+24
−26





Inverted mass ordering (Eq. 2.3.7)

sin2 θ12/10
−1 = 3.11+0.15

−0.13

sin2 θ23/10
−1 = 5.55+0.19

−0.42

sin2 θ13/10
−2 = 2.195+0.076

−0.067

δ◦cp = 225+39
−29





Normal mass ordering. (Eq. 2.3.8)

Inverse and normal mass ordering makes reference to the still undetermined question of whether
the ν3 neutrino mass eigenstate is lighter or heavier than the ν1 and ν2 mass eigenstates [104]

Normal mass ordering −→ m3 > m2 > m1 (Eq. 2.3.9)

Inverted mass ordering −→ m2 > m1 > m3. (Eq. 2.3.10)

To describe the neutrino flavor evolution, it is convenient to express the neutrino flavor state
as a density matrix

ρ = |ν⟩ ⟨ν| , (Eq. 2.3.11)

the diagonal element of the density matrix ρaa represent the probability of finding the particle in
flavor a, the off diagonal element ρab is the amount of flavors a and b mixing. Using natural units
(ℏ = c = 1), as in all this chapter, the evolution of the neutrino flavor density matrix is given by
the Schrodinger equation

∂ρ

∂t
= −i [H, ρ] (Eq. 2.3.12)

where H is the neutrino Hamiltonian, which contains the sum of the vacuum, neutrino-matter and
neutrino-neutrino interaction Hamiltonians:

H = Hvacuum +Hmatter +Hneutrino. (Eq. 2.3.13)
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In this section, I will discuss the flavor dynamics under the neutrino vacuum Hamiltonian. The
neutrino-matter and neutrino-neutrino interaction Hamiltonians are postponed to sections 2.4 and
2.5 respectively.

In the absence of background matter, the evolution of neutrino flavor states is determined by
the neutrino vacuum Hamiltonian. It can be expressed in the flavor basis as a unitary PMNS
transformation of the neutrino vacuum Hamiltonian in the mass basis. The vacuum Hamiltonian
in the mass basis is

Hvacuum,ab = Eaδab =
p

p2 +m2
aδab ≈ |p|+ m2

aδab
2|p| , (Eq. 2.3.14)

the approximation in the equation 2.3.14 holds for |p| ≫ ma, and is valid because the neutrino
masses are limited to mtot =

P
ν mν < 11 eV [103], and the typical neutrino energies in supernovae

and neutron star mergers are ∼ 10MeV [105, 106].
It is possible to add a constant term to the Hamiltonian without affecting the equation of

motion. Adding −|p|−m2
1/2|p| and considering E ≈ |p| that comes from the condition |p| ≫ mi,

the vacuum Hamiltonian in flavor basis becomes

Hvacuum =
1

2E
U



0 0 0
0 ∆m2

21 0
0 0 ∆m2

31


U†, (Eq. 2.3.15)

where ∆m2
ij = m2

i −m2
j . Current measurements show that [103]

∆m2
21 = 7.42+− (10−5 eV2)

∆m2
32 = −2.500+0.034

−0.032 (10
−3 eV2)

�
Inverted mass ordering (Eq. 2.3.16)

∆m2
21 = 7.42+0.20

−0.18 (10
−5 eV2)

∆m2
32 = 2.4367+0.032

−0.032 (10
−3 eV2)

�
Normal mass ordering, (Eq. 2.3.17)

and

∆m2
31 = ∆m2

32 +∆m2
21 (Eq. 2.3.18)

Using the equations 2.3.15 and 2.3.14 it is possible to evolve the flavor state of a neutrino in
vacuum. Actually, this equation admits an analytical solution. For solving them, it is better to
start with the Schrodinger equation of a single neutrino state on the mass basis

i∂t |ν⟩ = Ĥvacuum |ν⟩ = E |ν⟩ =
p
p2 +m2 |ν⟩ (Eq. 2.3.19)

the solution to this equation are plane waves

|ν(t)⟩ = e−iEt |ν⟩ , (Eq. 2.3.20)

in the next procedure I will continue assuming the neutrino wave function can be described by a
plane wave; this approximation leads to the right answer, but some arguable assumptions will be
made in the process. Even so, this procedure is widely considered in the neutrino literature as a
standard procedure. The neutrino solution considers a wave packet treatment that leads to the
same answer with fewer assumptions. This can be found in Chapter 8 of reference [83].

To continue, we are going to impose that the initial state of the neutrinos in equation 2.3.20 is
a pure |να⟩ flavor eigenstate. Using equation 2.3.5 this result in

|ν(t = 0)⟩ = |ν⟩ = |να⟩ =
X

i

U†
αiνi, (Eq. 2.3.21)
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in substituting equation 2.3.21 in equation 2.3.20 we get

|να(t)⟩ =
X

i

e−iEitU †
αiνi, (Eq. 2.3.22)

changing the basis of equation 2.3.22 from the mass basis |νi⟩ to the flavor basis |νβ⟩ using the
relation |νi⟩ =

P
β Uiβ |νβ⟩ we obtain

|να(t)⟩ =
X

i

X

β

e−iEitU †
αiUiβ |νβ⟩ . (Eq. 2.3.23)

The probability of measuring a neutrino initially emitted at flavor |να⟩ at flavor |νζ⟩ at a time
t will be given by

Pνα−→νζ
(t) = ⟨νζ |να(t)⟩2 , (Eq. 2.3.24)

substituting equation 2.3.23 in 2.3.24 we get

Pνα−→νζ
(t) =


X

i

X

β

e−iEitU†
αiUiβ ⟨νζ |νβ⟩




2

, (Eq. 2.3.25)

using the normalization relationship ⟨νζ |νβ⟩ = δζβ , where δζβ is the Kronecker delta, and devel-
oping the square, we obtain

Pνα−→νβ
(t) =

X

ij

U†
αiUiβUαjU

†
jβe

−i(Ei−Ej)t. (Eq. 2.3.26)

As can be seen in the last equation, the probability depends on the energies of the |νi⟩ and
|νj⟩ mass eigenstates. Neutrinos while traveling do not have definite energy, mass and momentum
because they are a linear combination of mass eigeinstate with definite energy, mass and momentum
in the plane wave approximation assumed.

We can approximate Ei − Ej assuming the mass eigenstates |νi⟩ and |νj⟩ have both the same
momentum pi = pj = p and the neutrino has a definite energy E in the flavor state.

With these assumptions, and considering the limit when p ≫ mi and mj , we obtain that

Ei =
q
p2 +m2

i ≈ p+
m2

i

2p
≈ E +

m2
i

2E
(Eq. 2.3.27)

Ej =
q
p2 +m2

j ≈ p+
m2

j

2p
≈ E +

m2
j

2E
, (Eq. 2.3.28)

and therefore

Ei − Ej ≈
∆m2

ij

2E
(Eq. 2.3.29)

with ∆m2
ij = m2

i −m2
j . With this, the probability that a neutrino emitted in the flavor eigenstate

|να⟩ will be detected at the flavor eigenstate |νβ⟩ at a time t will be given by

Pνα−→νβ
(t) =

X

ij

U †
αiUiβUαjU

†
jβe

−i(∆m2
ij/2E)t. (Eq. 2.3.30)

In Figure 2.2 I show the behavior of equation 2.3.30 for the mixing angles and the mass square
differences in equations 2.3.7, 2.3.8, 2.3.16 and 2.3.17. The neutrino there carries an energy of 50
GeV. This figure represents the evolution of the state of a neutrino emitted in an electron state
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Figure 2.2: Flavor oscillation in vacuum for a neutrino initially emitted in a pure electron flavor
state. The blue, green and orange lines represent the probability to detect the neutrino in electron,
muon and tau flavor states, respectively. The mixing matrix was characterized by the mixing
angles sin2 θ12/10

−1 = 3.11, sin2 θ23/10
−1 = 5.55 and sin2 θ13/10

−2 = 2.195. The mass square
differences are ∆m2

21 = 7.42 (10−5 eV2), ∆m2
32 = 2.4367 (10−3 eV2) and ∆m2

31 = ∆m2
32 + ∆m2

21.
The neutrino energy is 50 GeV. Natural units were considered.

traveling in vacuum. The blue line is the probability of detecting the neutrino in electron states,
the green and orange lines represent the probability of detecting the neutrino in mu and tau flavors,
respectively.

For the reduced case of two flavors (e and x), the mixing matrix U in equation 2.3.30 can be
simplified to a two-by-two matrix that depends on a single angle

U =

�
cos θ sin θ
− sin θ cos θ

�
. (Eq. 2.3.31)

The probability that a neutrino emitted in electron flavor would be detected in the flavor x will
be given by the following equation:

Pνe−→νx
(t) = 1− sin2 2θ sin2

∆m2

4E
t, (Eq. 2.3.32)

in the same way, the probability that a neutrino emitted in the electron flavor would be detected
in the electron flavor will be given as follows:

Pνe−→νe(t) = 1− Pνe−→νx(t) = sin2 2θ sin2
∆m2

4E
t. (Eq. 2.3.33)

In the solid line of Figure 2.4 I show the vacuum neutrino behavior in equations 2.4.28 and 2.4.29
for a mixing angle of θ = 25◦, a mass square difference of ∆m2 = 7.42 (10−5 eV2) and a neutrino
energy of 50 GeV.
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2.4 Neutrino-matter interaction (MSW effect)

Even before the experimental discovery of the neutrino vacuum oscillations due to neutrino mass,
flavor transformation due to coherent forward neutrino scattering3 with matter, which had already
been studied by Mikheyev, Smirnov and Wolfenstein (MSW effect) as a solution to the solar
neutrino problem [6, 7]. Potentials caused by the coherent forward scattering of ultrarelativistic
neutrinos with matter can reach or greatly exceed the vacuum oscillation potential, leading to
sizable neutrino matter flavor oscillation [85].

Flavor transformation due to neutrino incoherent scattering cross-section in terrestrial applica-
tions is so small that incoherent scattering effects can be ignored. Following reference [83] we can
easily estimate the order of magnitude of the mean free path due to incoherent scatterings. The
cross-section of an incoherent scattering of a neutrino with a charged lepton is of the order of

σ ∼ GF s, (Eq. 2.4.1)

where GF is the Fermi constant and s is the Lorentz invariant Mandelstam variable which in the
center-of-mass frame represents the square of the total energy. In the laboratory reference frame
where the target particle with mass m is at rest, the Mandelstam variable s is given by

s = 2Em, (Eq. 2.4.2)

where E is the neutrino energy.
The mean free path of a neutrino in a homogeneous medium with a target number density of

N is given by

l ∼ 1

Nσ
∼ 1

2NGFEm
. (Eq. 2.4.3)

For solar neutrino energies of 1 MeV the mean free path in ordinary matter N = 1024 cm−3 in
a background of target particles with masses of around 1 GeV is of the order of 1017 cm. This is
small enough to ignore incoherent neutrino scattering effects. However, in stellar explosive events
like core-collapse supernovae or neutron star mergers, the neutrino’s energy and background matter
densities are high enough to consider the neutrino incoherent scattering. Neutrinos play a crucial
role in the dynamics of these systems. Neutrinos with energies of around 10 MeV and matter
densities near the 1012 NA cm −3 (NA is the Avogadro number) lead to a neutrino mean free path
around a few thousand meters. Neutrino incoherent scattering effects in explosive stellar events is
still an active research field [107, 108, 109, 70, 110]. However, in the next paragraphs and the rest
of this thesis, I will focus on the coherent neutrino forward scattering.

Neglecting gravity, neutrino interactions with matter are restricted to weak interactions via
neutral and charged currents. In the next paragraphs, I will first discuss the charged current
interaction of electron neutrinos with background electrons, as this is the most important flavor-
changing neutrino interaction with the background particles in astrophysical systems. The charged
current interaction of muon and tau neutrinos with muons and tau, respectively, is easily general-
ized; however, it does not play a crucial role in the flavor transformation of neutrinos since particle
energies in those systems are not high enough to create significant amounts of muons and taus.
The background media in explosive stellar events are predominantly composed of neutrons and
an equal number of electrons and protons. I will also consider the neutral current interaction of
neutrinos mediated by the Z boson. It will become evident that this interaction does not affect
the flavor evolution as it contributes to all the neutrinos flavors equally.

In Figure 2.3a I show the Feynman diagram of the coherent forward scattering of an electron
neutrino with an electron via the exchange of a charged W boson. Although charged current

3Coherent forward neutrino scattering makes reference to interactions in which the neutrino energy and mo-
mentum do not change. On the other hand, incoherent scattering refers to an interaction in which energy and
momentum are transferred between the particles involved, e.g., Compton scattering.
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Figure 2.3: Feynman diagrams depicting (a) the coherent forward elastic scattering process due
to the weak charged current interaction of electron neutrinos with background electrons via the
exchange of a W boson. (b) shows the elastic scattering process of neutrinos with background
matter by the weak neutral current interaction via the exchange of a Z boson.

interactions are in general described by the Lagrangian in equation 2.3.2, in most astrophysical
systems the particles energy is smaller than the masses of theW and Z gauge bosons (100 GeV). For
this reason, the interaction can be described by an effective low energy charged current Lagrangian
and the gauge boson propagator can be simplified to a point in the Feynman diagram. This
corresponds to the following Lagrangian

LCC
eff = −GF√

2
j†Wρj

ρ
W (Eq. 2.4.4)

where jρW is the leptonic charged-current

jρW = 2
X

α=e,µ,τ

ν̄αγ
ρ
�
1− γ5

�
lα. (Eq. 2.4.5)

For background matter mostly composed of electrons, the leptonic charged current is reduced
to

jρW = 2ν̄eγ
ρ
�
1− γ5

�
e. (Eq. 2.4.6)

The Hamiltonian corresponding to the Lagrangian in equation 2.4.4 considering only the lep-
tonic charged-current due to electrons in equation 2.4.6 takes the form

HCC
eff = −GF√

2

�
ν̄eγ

ρ
�
1− γ5

�
e
� �

ēγρ
�
1− γ5

�
νe
�
. (Eq. 2.4.7)

The average of the effective Hamiltonian over a homogeneous electron background in the rest
frame of the medium is given by

⟨H⟩CC
eff = V CC

e

�
ν̄eγ

0νe
�

(Eq. 2.4.8)
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where Vcc has the form

V CC
e = 2

√
2GF γ

ρ
�
ēγρ

�
1− γ5

�
e
�
=

√
2GFne, (Eq. 2.4.9)

and ne is the electron number density of the medium.
This can be generalized to include muon and tau charged currents as follows:

V CC
αβ =

√
2GFnαδαβ (Eq. 2.4.10)

where α and β represent the e, µ and τ flavors.
On the other hand, the neutrino interaction with matter via the neutral current reactions in

Figure 2.3b is described by the weak neutral current Lagrangian interaction

LNC
eff = −GF√

2
jµZjZµ (Eq. 2.4.11)

where jµZ represents the sum of the lepton jµZl and quark jµZq neutral currents.
The effective Hamiltonian of the interaction in Figure 2.3b from the Lagrangian in equation

2.4.11 is given as follows:

HNC
eff = −GF√

2

X

α=e,µ,τ

�
ν̄αγ

ρ
�
1− γ5

�
να

�X

f

h
f̄γρ

�
gfV − gfA

�
f
i
, (Eq. 2.4.12)

the potential related to this Hamiltonian in the following equation

⟨H⟩NC
eff =

X

α=e,µ,τ

V NC
α

�
ν̄αγ

0να
�

(Eq. 2.4.13)

takes the form

V NC
α =

√
2GF γ

ρ
X

f

h
f̄γρ

�
gfv − gfA

�
f
i
=

√
2GF

X

f

nfg
f
V , (Eq. 2.4.14)

where for electrons, protons and neutrons, the coefficients gfV are

geV = −1

2
+ 2 sin2 θW (Eq. 2.4.15)

gpV = 2guV + gdV =
1

2
− 2 sin2 θW (Eq. 2.4.16)

gnV = guV + 2gdV = −1

2
(Eq. 2.4.17)

where θW is the Weinberg angle and u and d represent up and down quarks respectively.
As it is evident from the values of geV and gpV in equation 2.4.15 and 2.4.16, the electron

and proton contributions to the neutral current potential cancel each other in a neutral electric
background. The neutral current potential will be a function only of the neutron number density
and will be the same for all neutrino flavors

V NC = −
√
2

2
GFnnI. (Eq. 2.4.18)

Summarizing, the neutrino potential due to coherent forward scattering with matter will be
given by

Vmatter = V CC + V NC . (Eq. 2.4.19)
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This is the matter Hamiltonian of the neutrino flavor

Hmatter =
√
2GF



ne 0 0
0 nµ 0
0 0 nτ


−

√
2

2
GF



nn 0 0
0 nn 0
0 0 nn


 . (Eq. 2.4.20)

As motioned before, the second term in the matter Hamiltonian in the equation 2.4.20 due to the
neutral current interaction (−

√
2GFnn/2I) does not affect the density matrix evolution, since the

potential is the same for all the flavors of neutrinos and it will be canceled in the commutator term
of equation 2.3.12.

To study the evolution of the neutrino flavor while traveling in matter, it is convenient to
consider the two flavor case. I will consider a background medium composed of a constant electron
number density in which there are no muons or tau.

For two flavors, the vacuum Hamiltonian in the flavor basis in equation 2.3.15 can be written
as

Hvacuum =
1

2E
U

�
0 0
0 ∆m2

�
U†, (Eq. 2.4.21)

where U is the mixing matrix in equation 2.3.31. After doing the matrix multiplication in the
equation 2.4.21 the the resultant vacuum Hamiltonian is

Hvacuum =
∆m2

4E

�
− cos 2θ sin 2θ
sin 2θ cos 2θ

�
+

I

2
, (Eq. 2.4.22)

where the second term can be neglected because a diagonal matrix commutes with all matrices
and will have no effect on the commutator of the neutrino flavor evolution in equation 2.3.12.

The solutions to the Hamiltonian in equation 2.4.22 can be observed in equations 2.3.32 and
2.3.33.

To include the matter’s effects I will sum equation 2.4.20 to the vacuum Hamiltonian in equation
2.4.22. I will set nx = 0. This resulted in

Hv&m =
∆m2

4E

�
− cos 2θ sin 2θ
sin 2θ cos 2θ

�
+

√
2GF

�
ne 0
0 0

�
, (Eq. 2.4.23)

the addition of a diagonal term −
√
2GFne/2I in the Hamiltonian in equation 2.4.23 will not affect

the evolution of the neutrino flavor. This will result in

Hv&m =
∆m2

4E

�
− cos 2θ sin 2θ
sin 2θ cos 2θ

�
+

√
2

2
GF

�
ne 0
0 −ne

�
, (Eq. 2.4.24)

which can be written as follows:

Hv&m =
∆m2

4E

�
− cos 2θ +ACC sin 2θ

sin 2θ cos 2θ −ACC

�
, (Eq. 2.4.25)

where ACC = 2
√
2EGFne/∆m2.

The Hamiltonian in equation 2.4.25 can be diagonalized to the form

Hv&m =
1

4E

�
−∆m2

M 0
0 ∆m2

M

�
(Eq. 2.4.26)

via a unitary transformation with the following unitary matrix

UM =

�
cos θM sin θM
− sin θM cos θM

�
(Eq. 2.4.27)
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Figure 2.4: Flavor oscillation in vacuum (solid line), matter (dotted line) and resonance (dashed
line) for a neutrino initially emitted in a pure electron flavor state. The black and orange lines
represent the probability to detect the neutrino in electron and x = µ + τ flavor states, respec-
tively. The two-flavor mixing matrix was characterized by a mixing angle of θ = 25◦. The mass
square difference is ∆m2 = 7.42 (10−5 eV2). The neutrino energy is 50 GeV. Natural units were
considered. The number density of electrons in the background medium was established so that
ACC = 2

√
2EGFne/∆m2 = 1× 10−6. The resonance is achieved by setting ACC = ∆m2 cos 2θ.

where

∆m2
M =

q
(∆m2 cos 2θ −ACC)

2
+ (∆m2 sin 2θ)

2
(Eq. 2.4.28)

tan 2θM = tan 2θ ·
�
1− ACC

∆m2 cos 2θ

�−1

. (Eq. 2.4.29)

We can conclude that the neutrino oscillation in matter has the same form as the vacuum
neutrino oscillation with an effective mixing angle and square mass difference as shown in equations
2.3.32 and 2.3.33. In the solid line of Figure 2.4 I show the vacuum neutrino behavior in equations
2.4.28 and 2.4.29 for a mixing angle of θ = 25◦, a mass square difference of ∆m2 = 7.42 (10−5 eV2)
and a neutrino energy of 50 GeV. The effect of the neutrino-matter coherent interaction in the
flavor oscillation can be observed in the dotted lines for ACC = 2

√
2EGFne/∆m2 = 1× 10−6. It

can be noted that the background matter acts as an index of refraction in the oscillation, modifying
the amplitude and frequency of the oscillation.

Another important behavior of neutrinos in matter can be obtained from an analysis of the
equation 2.4.29. It can be observed that when ACC = ∆m2 cos 2θ the system will experience

resonance. This corresponds to a neutrino number density of ne = ∆m2 cos 2θ
�
2
√
2EGF

�−1
. The

effective mass square difference will reach its minimum value at the resonance ∆m2
M = ∆m2 sin 2θ
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and the mixing angle will reach its maximum value θM = π/4. It is necessary to clarify that a
requirement for resonance is that the vacuum mixing angle satisfy the following relation: cos 2θ > 0.
In Figure 2.4 the dashed line describes resonance in the neutrino flavor oscillation due to the
coherent forward scattering with background electrons.

2.5 Neutrino-neutrino interaction

In addition to vacuum and matter effects, the standard model neutral weak interaction potential
allows neutrinos to interact pairwise exchanging virtual Z bosons

Hνν =
Gf√
2

X

αβ

ν̄βγ
µνβ ν̄αγµνα, (Eq. 2.5.1)

where α and β run over the neutrino flavors. This Hamiltonian allows the neutrino flavor trans-
formation via neutrino-neutrino coherent forward scattering interaction (also called neutrino self-
interaction).

The neutrino flavor transformation due to the coherent forward scattering of neutrinos has seen
decades of progress (see [8, 9, 10, 47] for recent reviews) and is still an active research field, con-
sidered one of the most challenging open problems in neutrino physics not only from a theoretical
point of view but also for its phenomenological implications in astrophysics and cosmology [55].

Unlike vacuum and matter effects, the neutrino-neutrino interaction can lead to plenty of non-
linear phenomena. Fast flavor conversions have recently been hypothesized to be crucial in dense
neutrino astrophysical environments. Core-collapse supernovae and neutron star mergers are the
only places in the universe after the big bang where neutrinos are produced at sufficiently high
densities that they are not only temporarily confined by dense matter, but they interact and scatter
between them in a way that drives a rich variety of complex non-linear effects [11].

In contrast with slow flavor conversion, in which the spacial scale of the oscillation is in the
order of the kilometers [111], fast flavor conversion occurs on spatial and time scales of a few
centimeters and nanoseconds [62, 11].

To properly treat the neutrino-neutrino coherent forward scattering in dense neutrino environ-
ments in the mean field approximation (neglecting quantum many body effects), the neutrino flavor
field needs to be represented by a Nf × Nf matrix distribution function f( #»x , #»p , t) that depends
on the spatial coordinates #»x , momentum #»p and time t. The elements of the distribution function
are the expectation values of the bilinear creation and annihilation operators < a†iaj >, in which
the diagonal terms (i = j) represent the neutrino occupation numbers of each neutrino species,
and the off-diagonal term (i ̸= j) represents the flavor correlation [47, 50].

The neutrino transport equation (a generalization of equation 2.3.12 that includes the change
in position and the momentum exchange of neutrinos) in terms of the flavor distribution function
is given by

�
∂

∂t
+ #̇»x · #»∇x + #̇»p · #»∇p

�
f( #»x , #»p , t) = −i [H, f( #»x , #»p , t)] + C. (Eq. 2.5.2)

where H has the same form as in equation 2.3.13 and C is the collision matrix that includes the
incoherent interaction effects. The flavor transformation including the collision matrix is out of the
scope of this work as collisions occur over longer length and time scales than flavor transformation
(see [112, 110, 70] for recent investigations).

The Hamiltonian of the neutrino-neutrino coherent forward scattering interaction for a neutrino
field distribution f( #»x , #»p

′
, t) can be expressed as follows,

Hneutrino =
√
2GF

Z
d #»p

′ �
f( #»x , #»p

′
, t)− f̄∗( #»x , #»p

′
, t)

��
1− #»v · #»v

′�
(Eq. 2.5.3)
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where the bar denotes antineutrino quantities
The neutrino-neutrino coherent forward scattering Hamiltonian has important properties that

make it different from other flavor transformation mechanisms. It does not depend on the neutrino
and antineutrino energy distributions and is independent of the neutrino masses and mass hierarchy.
It is highly dependent on the neutrino and antineutrino angular distributions and is non-linear. The
non-linearity of the Hamiltonian makes its application in real environments extremely complicated.
A usual technique to grasp the behavior of a neutrino system when the neutrino-neutrino interaction
is important is the linear stability analysis. Linear stability analysis can be used to predict whether
a neutrino distributions will exhibit flavor instabilities.

In the next paragraphs, I will consider a highly dense neutrino gas

µ ≫ ωvacuum = ∆m2
ij/2E, (Eq. 2.5.4)

in which the vacuum and matter effects are negligible.
To analyze the instability of a neutrino and antineutrino distribution via a linear stability

analysis, it is necessary to consider only the linear regime of the transport equation (Eq. 2.5.2).
This can be archived by linearizing the distribution function matrix. In the two-flavor case of e
and x = µ+ τ neutrino flavors, the linear distribution functions will be described by the following
equations:

f( #»x , #»p , t) =

�
Nee −∆( #»x , #»p , t) ϵ( #»x , #»p , t)

ϵ∗( #»x , #»p , t) Nxx +∆( #»x , #»p , t)

�
(Eq. 2.5.5)

f̄( #»x , #»p , t) =

�
N̄ee − ∆̄( #»x , #»p , t) ϵ̄( #»x , #»p , t)

ϵ̄∗( #»x , #»p , t) N̄xx + ∆̄( #»x , #»p , t)

�
(Eq. 2.5.6)

where |ϵ( #»x , #»p , t)| ≪ |Nee −Nxx| and |ϵ̄( #»x , #»p , t)| ≪ |N̄ee − N̄xx|.
The behavior of the non-diagonal components ϵ( #»x , #»p , t) and ϵ̄( #»x , #»p , t) can be studied by ex-

panding the neutrino transport equation (Eq. 2.5.2) in series of ϵ( #»x , #»p , t) and ϵ̄( #»x , #»p , t) and
considering only the linear terms. In this linearization, the interest is the dispersion relation
between the unstable frequency modes ω and the wave numbers

#»

k . Using the following ansatz

ϵ( #»x , #»p , t) = Qω,ke
−i(ωt− #»

k · #»x ) (Eq. 2.5.7)

ϵ̄( #»x , #»p , t) = Q̄ω,ke
−i(ωt− #»

k · #»x ), (Eq. 2.5.8)

the unstable modes can be identified by the presence of an imaginary component in frequencies
and wave numbers that makes the non-diagonal component of the neutrino distribution function
grow exponentially in time. When frequency modes ω and the wave numbers

#»

k have imaginary
oscillation modes the system exhibits flavor instabilities [8, 113, 61].

It is important to mention that the neutrino system can have time and spatial flavor instabilities.
When ω has a non-zero imaginary component, the system exhibits time instability. The spatial
instability occurs when

#»

k has a non-zero imaginary part. The fast flavor instability regime is
characterized by a linear trend between the imaginary modes and µ =

√
2GF (nν + nν̄):

Im(ω) ∝ µ (Eq. 2.5.9)

Im(
#»

k ) ∝ µ. (Eq. 2.5.10)

Slow oscillation modes scale with
√
ωvµ, where ωv is the vacuum oscillation frequency.

In a flavor instability, the off-diagonal components of the density matrix rapidly reach the order
of magnitude of the diagonal terms. At this point, it is expected that the exponential behavior
to stop. This will be the end of the linear regime of the neutrino transport equation, and the
neutrinos’ behavior can no longer be explained via the linearized transport equation.

Although the existence of a flavor instability is a promising condition for flavor transformation
to occur, it is possible that the instability does not result in significant flavor change. It is not
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generally possible to know the final abundance of each neutrino flavor through a linear stability
analysis, as the final flavor amount will be determined by the non-linear regime [55, 8]. For
this reason, it is necessary to execute computer simulations to approximate the neutrino flavor
evolution in the non-linear regime. In Section 4, I will present a particle-in-cell implementation
of the quantum neutrino transport that will be used to simulate the flavor evolution of a dense
neutrino gas.

The necessary and sufficient condition for the occurrence of fast neutrino flavor instability is a
crossing in the angular distribution of neutrinos and antineutrinos [114, 58]. That is, at least one
direction p̂, in which the angular distribution of the flavor α, defined as

Gα( #»x , p̂, t) =
√
2GF

Z
dp′p′2

2π2

�
fαα(

#»x , p′p̂, t)− f̄αα(
#»x , p′p̂, t)

�
, (Eq. 2.5.11)

is zero [115].
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Chapter 3

Non-linear dynamics and chaos

In this chapter, I will define several important concepts in the field of non-linear dynamics. They
will be useful to analyze the chaotic behavior of the neutrino flavor evolution in the neutron
star merger simulation in Chapter 5. I will start defining a dynamical system in Section 3.1.
The importance of non-linearity and its counterpart, linearity will be covered in Section 3.2. In
Section 3.3 I will formally define chaos and the sensitive dependence on initial conditions as keys to
identifying chaos. In order to exemplify chaos, I will study the logistic map in Section 3.4. Finally,
in Section 3.5, I will summarize an outstanding analysis of chaos in the two-beam neutrino model
by Hansen and Hannestad in reference [80].

The main structure and fundamental framework of this chapter were built on the following
readings: Nonlinear dynamics and chaos: With applications to physics, biology, chemistry, and
engineering by S. Strogatz [116]; Chaos in dynamical systems by E. Ott [117]; Chaotic Dynamics:
An Introduction by G. Baker [118]; Chaos and nonlinear dynamics: an introduction for scientists
and engineers by R. Hilborn [119]; Classical Mechanics by J. Taylor [120]; Lecture notes: Applied
Nonlinear Dynamics by A. Schaum [121] and Notes of Nonlinear Dynamics by A. Colombo [122].

3.1 Dynamics

The study of dynamical systems formally started in the 1600s with the advent of Newton’s me-
chanics. Since then, the use of differential equations has been widely applied to model the time
evolution of phenomena not only in classical mechanics but also in biology, chemistry, electric
devices, economy, quantum mechanics and others. Mathematically, a dynamical system is a de-
terministic prescription for evolving the state of a system forward in time. Time could be either a
continuous or a discrete variable. A dynamical system that is fully characterized by N variables

x1, x2, ..., xN (Eq. 3.1.1)

can be modeled as a system of N first-order, autonomous, ordinary differential equations as follows
[117]

dx1

dt
= F1(x1, x2, ..., xN )

dx2

dt
= F2(x1, x2, ..., xN )

.

.

.

dxN

dt
= FN (x1, x2, ..., xN ).

(Eq. 3.1.2)
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This system can be written in vector form as

dx

dt
= F (x1, x2, ..., xN ), (Eq. 3.1.3)

where x is the vector state of the dynamical system

x =




x1

x2

.

.

.
xN




. (Eq. 3.1.4)

The state space of a dynamical system represents the set of all possible states. The number of
variables needed to characterize the state of the system defines its dimension. The trajectory of
the dynamical system is the path the states take through state space as time evolves

(x1(t), x2(t), ..., xN (t)). (Eq. 3.1.5)

Theoretically, it is possible to compute the future behavior of a dynamical system given a set
of initial conditions x(t0). However, as I will explain in Sections 3.3 and 3.4, in practice our ability
to predict the behavior of certain kinds of dynamical systems called chaotic could be limited even
though the full mathematical description is known.

3.2 Linear and non-linear dynamical systems

Dynamical systems can be classified as linear or non-linear in dependence on the mathematical set
of equations that define them.

Linear dynamical systems are characterized by a set of equation that evolves linearly on the
dependent variables

(x1, x2, ..., xN ) (Eq. 3.2.1)

and their derivatives

d

dt
(x1,x2, ..., xN )

d2

dt2
(x1,x2, ..., xN )

.

.

.

(Eq. 3.2.2)

In general, linear dynamical systems have the following structure:

dx1

dt
= a11x1 + a12x2 + ...+ a1NxN + b1

dx2

dt
= a21x1 + a22x2 + ...+ a2NxN + b2

.

.

.

dxN

dt
= aN1x1 + aN2x2 + ...+ aNNxN + bN ,

(Eq. 3.2.3)
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where the coefficients aij and bi can depend on time. In the vector formulation (Eq. 3.1.3), linear
systems take the following form:

d

dt
x(t) = ax(t) + b, (Eq. 3.2.4)

where a is the matrix of the coefficient aij and b is the vector of the coefficients bi.
Linear systems have played a crucial role in physics. Sometimes they provide good approxima-

tions of non-linear systems that can not be solved analytically. The simple harmonic oscillator

ẍ = −ω2x (Eq. 3.2.5)

and the driven harmonic oscillator
ẍ+ ω2x = F (t), (Eq. 3.2.6)

that in the form of the Eq. 3.2.3 is

ẋ1 = x2 (Eq. 3.2.7)

ẋ2 = x3 (Eq. 3.2.8)

ẋ3 = −ω2x1 + F (t) (Eq. 3.2.9)

are examples of linear systems.
An important property of linear systems is that a small change in the initial conditions leads

only to a small and constant change in the solution at all times [123]. Another characteristic is
that a linear combination of a linear-independent solution will also be a solution. This property
is called the superposition principle and is an important property of the wave functions (linear
superposition of the eigenfunction) in quantum mechanics. The superposition principle implies
that a linear set of differential equations can be broken down into parts and solved independently
to finally recombine the partial solution to get the complete solution. This is the basic principle
behind the Laplace transforms, superposition arguments and Fourier analysis methods to solve
linear differential equations [116].

On the other hand, non-linear dynamical systems involve non-linear terms of the dependent
variables and their derivatives in the functions Fi(x1, x2, ..., xN ) in equation 3.1.2. This implies
terms of the form x1x2, sinx1, xN ẋ2, x

−4
1 lnx2 and others. An example of a non-linear dynamical

system is the two-body gravitational motion

mr̈ = −GmM

r2
r̂. (Eq. 3.2.10)

and the simple pendulum

θ̈ = − g

L
sin θ. (Eq. 3.2.11)

Unlike linear systems, non-linear systems do not have methodical solutions and almost all of
them are impossible to solve analytically. Nonlinearity is a prerequisite for the appearance of chaos
(Section 3.4). However, not all non-linear dynamical systems are chaotic. In a non-linear first-
order autonomous ordinary differential equation (Eq. 3.1.2) another requirement for the existence
of chaos is a state space with a dimension greater than three [117]. The superposition principle
does not hold in a non-linear system. In general, any linear combination of solutions will not be a
solution.

3.3 Chaos

One of the first studies of chaotic dynamics was done by Poincare on the three-body celestial
problem [124]. Poincare, rather than focusing on individual orbits tried to characterize the effect
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of a set of initial conditions on the final state of the systems. In spite of Poincare’s work, however,
the possibility of chaos in real physical systems was not widely appreciated until relatively recently.
There were several reasons for this, including the mathematical difficulty of the papers for workers
in other fields and the fact that the proved theorems were not enough to convince researchers that
this behavior would be critical in their systems. The situation changed drastically with the use of
numerical techniques to solve dynamical systems on digital computers [117].

The discovery by Lorenz in 1963 [125] of an atmospheric convection model that exhibits irregu-
lar and unpredictable behavior opened the door to the study of so-called chaotic systems. Chaotic
systems are non-linear dynamical systems with erratic and irregular complex behavior whose prin-
cipal characteristic is that, although these systems are essentially deterministic in the sense that
the precise knowledge of the initial conditions at one time allows us to predict the future behav-
ior, a very small variation of these initial conditions (like the measurement uncertainty) leads to
completely different results. Unlike non-chaotic systems in which the approximate present deter-
mines the future approximately, in chaotic systems, the approximate present leads to a completely
different future. [118, 120, 116, 126, 119].

Since the Lorenz findings, many dynamical systems have been found to exhibit chaos. It
was surprising how chaos and complexity can arise from simple dynamic systems like the logistic
equation [127], a driven damped pendulum [128] or a double pendulum [129]. It has been found
that chaos, rather than being an isolated behavior of a specific dynamical system, is a universal
property of the complexity in all of them [119].

There are several ways to test if a dynamical system exhibits chaos or not; one of the most
commonly used is the Lyapunov exponent. The Lyapunov exponent measures the sensitive de-
pendence on the initial condition. Suppose a dynamical system with the initial condition xt=t0 .
Consider a nearby point xt=t0 + δt=t0 where |δt=t0 | is extremely small. If δt satisfies

|δt| ≈ |δt=t0 |eλt, (Eq. 3.3.1)

λ is a Lyapunov exponent of the dynamical system. The Lyapunov exponents can have positive,
negative or zero values. A dynamical system is chaotic if the Lyapunov exponent is found to be
positive

λchaos > 0. (Eq. 3.3.2)

It is important to note that only an approximate exponential trend is expected. Different
regions in the state space can have proper local behavior, such as an erratic oscillatory motion,
which can impact the local tendency of |δt|. However, in a chaotic system, the average behavior
and main tendency of |δt| will be exponential.

At a certain value of |δt|, it is expected that the exponential trend will stop. Many dynamical
systems are bounded. That means their variables can only take values in a certain domain. It is
not expected that the difference between two wave functions of the same quantum system with
different initial conditions will be greater than one because both wave functions are normalized to
one.

In a n-dimensional system, there will be n different Lyapunov exponents. A useful way to think
about the set of Lyapunov exponents is as a sphere of small perturbed initial conditions with the
center at a given point xt=t0 . As time evolves, the sphere of the perturbed initial condition will
change shape, becoming an ellipsoid. Each dimension of the sphere will stretch and contract at a
different rate according to its Lyapunov exponent,

| δkt | ≈ | δkt=t0 |eλkt, (Eq. 3.3.3)

where k = 1, 2, ... n represent the direction of each dimension of the dynamical system. δkt are
usually called Lyapunov vectors of the Lyapunov exponent λk. If the perturbation evolves for a
long time, the greater Lyapunov exponent will dominate the shape of the sphere. When referring
to the Lyapunov exponent, it is common to consider the largest of them.
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The Lyapunov exponent also depends on the trajectory in the state space the solution takes.
For this reason, it is recommended to take the average Lyapunov exponent at different points of
the trajectory to get a value that more accurately represents the long-term evolution of the system
[118, 119].

In the next Section, I will exemplify chaos using the dynamical system in the logistic equation,
an extremely simple but chaotic system that is usually used to describe the evolution in time of
the population of some species.

3.4 The logistic equation

Dynamical systems can be continuous or discrete in time. Previous examples of differential equa-
tions are continuous in time (Eq. 3.1.2). Dynamical system in which time is a discrete variable
are called iterated maps. Iterated maps are used to describe events that occur once over a period
of time. For example, the total amount of rain in winter or the number of bear births after the
mating season. In these systems, it is not of interest how much rain or how many bear births
occurred in a single day or in a single hour, but the total amount over a period of time is of big
interest. Iterated maps are also useful in computer simulation, even time-continuous dynamical
systems need to be discretized in steps to be simulated.

The logistic equation is an iterated map used to describe the population of a species in an
environment with limited resources

ni+1 = rni

�
1− ni

N

�
. (Eq. 3.4.1)

In the logistic equation r is the growth rate parameter. In a species in which every old member
died after a season, leaving two new hatchlings alive, the growth rate parameter r will have a value
of two. The term (1− ni/N) is the mortality factor. N is the maximum or carrying capacity of
the model when overcrowding or starvation becomes important.

When ni is small compared to N the logistic equation can be approximately described by the
following equation:

ni+1 ≈ rni, (Eq. 3.4.2)

this is a fast exponential growth of the population, which implies the environment has enough
resources for all the population. However, when ni becomes comparable to N , the environment
resources will be limited and the mortality factor will become important, limiting the growth of
the population.

When ni equals N , the resources of the environment will not be sufficient to satisfy the needs
of the species, and in the next iteration, the population will be zero, implying extinction.

Although the logistic equation appears to be a very simple mathematical model of the popula-
tion of a species, for a certain set of parameters, it shows a huge dynamical complexity [130].

To study the logistic equation’s solutions, it is convenient to do the following change of variable

xi =
ni

N
. (Eq. 3.4.3)

With this change, xi can only take values between zero and one. xi = 1 will represent the
maximum capacity of the model and xi = 0 the extinction of the species. Now, the logistic
equation takes the form

xi+1 = rxi (1− xi) , (Eq. 3.4.4)

where 0 ≤ r ≤ 4 to satisfy 0 ≤ xi ≤ 1.
In the upper panel of Figure 3.1 I plot the logistic equation for r = 0.75 in a wide range of

initial conditions x0. Independent of the initial conditions, as time evolves, the species becomes
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Figure 3.1: First nine iterations of the logistic equation with a growth parameter r of 0.75 (upper
panel) and 1.60 (lower panel). Different initial conditions x0 that spanned the range between 0.1
and 0.9 are shown. In the upper panel, the logistic equation has a stable equilibrium point at
xi = 0. Independent of the initial population, the species goes extinct. The same trend occurs
for 0 ≤ r < 1. In the lower panel, the solutions do not follows xi = 0 as it is now an unstable
equilibrium point. xi = 0.37 is the new stable equilibrium point. Independent of the initial
population, the logistic equation follows the stable equilibrium point as an asymptotic value. This
is the main tendency for 1 ≤ r < 3. In this range, the stable equilibrium point takes the value of
xi = (r − 1)/r. For r ≥ 3, all the equilibrium points became unstable.
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Figure 3.2: Doubling period tendency of the logistic equation as the growth rate parameter r
increases. In the top panel are shown the iterations of the logistic equation with r = 3.30. At
iteration 16 the solution starts a periodic behavior every two iterations (two-cycles). This periodic
behavior starts abruptly at r = 3. When r increases to approximately 3.45 the logistic equation
changes abruptly from a two-cycle to a four-cycle behavior. In the lower panel, the four-cycle
behavior of the logistic equation with r = 3.49 is plotted. This double period trend continues as r
increases.
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extinct. This behavior is repeated for growth rate values between zero and one (0 ≤ r ≤ 1), which
means that the reproduction rate is not enough to maintain the specie.

In the lower panel of Figure 3.1 I show the first nine iterations of the logistic map for r = 1.60.
The initial conditions x0 in this panel expand from 0.1 to 0.9. Independent of the initial conditions
of the specie, after nine iterations, the population converges to approximately 0.37 and stays there
in all the following iterations. This behavior is repeated for 1 < r < 3.

The two versions of the logistic equation (r = 0.75 and 1.60) in Figure 3.1 have equilibrium
points at different values of xi. An equilibrium point is characterized by fulfilling the following
relationship:

xi+1 = xi. (Eq. 3.4.5)

For the logistic equation, the equilibrium points satisfy

xi = rxi (1− xi) (Eq. 3.4.6)

whose solutions are

xi = 0 (Eq. 3.4.7)

xi =
r − 1

r
. (Eq. 3.4.8)

For 0 ≤ r < 1, the equilibrium point in the equation 3.4.8 is negative and only xi = 0 is a valid
equilibrium point. For 1 < r < 3, both equilibrium points are valid.

A stability test [116] of the equilibrium point in equations 3.4.7 and 3.4.8 shows that xi = 0 is
a stable point for 0 ≤ r ≤ 1 and becomes unstable for r > 1. The equilibrium point xi = (r− 1)/r
is stable for 1 < r < 3 and unstable for r ≥ 3.

For r ≥ 3 the solution of the logistic equation increases its complexity. In the upper panel of
Figure 3.2 I plot the logistic equation for 30 iterations for r = 3.30. This panel shows a variety
of initial conditions x0 between 0.1 and 0.9. The solution no longer follows a single asymptotic
value. Actually, it oscillates between two different values 0.48 and 0.82 (two-cycle behavior). This
behavior starts abruptly at r = 3.

At approximately r = 3.45, the logistic equation abruptly changes its behavior again doubling
the two-cycle behavior to a four-cycle behavior. In the lower panel of Figure 3.2 I plot some
late iterations of the logistic equation (from the 35th to the 50th iterations) with a growth rate
parameter of 3.49. Independent of the initial conditions x0, the logistic equation shows a pattern
that is repeated after four iterations.

The doubling period behavior of the logistic equation continues as r increases. At approximately
r = 3.53, the behavior abruptly changes to an eight-cycle. At r = 3.564 a 16-cycle behavior starts
and at r = 3.568 a 32-cycle behavior follows the tendency. Eventually, at approximately r = 3.569,
the logistic equation reaches an infinity-cycle behavior. At this point the past behavior of the
logistic equation is never repeated. This is chaos.

In the top panel of Figure 3.3 I plot the iterations of the logistic equation in the chaotic regime
(r = 3.57). The behavior there is highly stochastic.

Surprisingly, as r increases, the logistic equation recovers the periodicity. For 3.828 ≤ r ≤ 3.841
the logistic equation exhibits a three-cycle behavior. This can be observed in the lower panel of
Figure 3.3 for r = 3.84. As r increases, it continues doubling the period to a six-cycle, 12-cycle,
until it reaches the infinite-cycle behavior in a chaotic regime again.

So far, there is no clear connection between the behavior of the logistic equation and the growth
rate parameter r. As I exposed previously, the logistic equation constantly has transitions in its
behavior. A useful tool for understanding these abrupt changes is the bifurcation diagram. A
bifurcation diagram shows the asymptotic values of the logistic equation in dependence on the
growth rate parameter r.
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The logistic equation for 0 ≤ r < 1 has a unique possible asymptotic value xi→∞ = 0. For
1 ≤ r < 3, the solution takes a single asymptotic value that depends on the growth rate parameter
xi→∞ = (r − 1)/r. This behavior can be observed for r < 3 in the bifurcation diagram of the
logistic equation in the top panel of Figure 3.4.

For r > 3, the logistic equation starts the doubling period behavior that ends in an infinite
cycle at approximately r = 3.569. The bifurcation diagram of the logistic equation clearly shows
the high complexity of their solution for 3 ≤ r ≤ 4. In a chaotic regime, the asymptotic values
(xi→∞) are a continuous domain that reaches its maximum range between zero and one at r = 4.

It is important to note that the doubling period behavior is not an individual property of the
logistic equation. Other chaotic systems in classical mechanics, circuits and fluid dynamics show
the same behavior. The periodic windows and the size of the interval between the abrupt doubling
of the period in all of them follow approximately the same geometric acceleration, even when they
are completely different dynamical systems. This led researchers to think that, rather than being
an isolated behavior, chaos is a universal property of dynamic systems.

The universality of chaotic systems has been quantified using the parameter values for which
the systems double the period in the bifurcation diagram. In the logistic map, they are

r = 3, 3.449, 3.54409, 3.5644, 3.568759, ... (Eq. 3.4.9)

Feigenbaum found that the limit when time goes to infinity of division between the distance of
two successive bifurcation points is a fundamental constant (other than π and e)

δ = lim
i→+∞

ri + ri+1

ri−1 + ri
≈ 4.669201609 ... (Eq. 3.4.10)

The Feigenbaum constant has been determined in several experiments in hydrodynamics [131,
132] and electric circuits [133, 134, 135, 136].

It is important to emphasize that the period doubling behavior is one of the many possible routes
a dynamical system can take towards chaos. Other chaotic systems, like the Lorentz equation, the
double pendulum and the three-body gravitation system, do not show the double route to chaos
and are intrinsically chaotic.

Chaotic systems are characterized by exhibiting complicated non-periodic behavior. However,
this is not the main factor in determining whether the system exhibits chaos. The most important
property of chaotic systems is their sensitive dependence on the initial condition.

The sensitive dependence on initial conditions can be quantified by computing the difference
between trajectories with close initial conditions. In the one dimensional map of the logistic
equation, for an arbitrary initial condition x0, consider a nearby trajectory to the solution to the
logistic equation with initial condition x0+ δ0, where δ0 is a small perturbation. After i iterations,
the initial perturbation δ0 becomes δi. If the trend of δi satisfies

| δi | = | δ0 | eλ i (Eq. 3.4.11)

λ is the Lyapunov exponent. A positive Lyapunov exponent means the system is highly sensitive
to initial conditions and chaotic.

Based on the definition in equation 3.4.11 it can be demonstrated that the value of the Lyapunov
exponent for a one dimensional map will be given by

λ = lim
i→+∞

1

n

i−1X

n=0

ln |f ′
(xn)|, (Eq. 3.4.12)

where fxi is defined as

xi+1 = f(xi), (Eq. 3.4.13)
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Figure 3.3: Iterations of the logistic equation for two different growth rates r and initial conditions
between 0.1 and 0.9. The upper panel shows the logistic equation for r = 3.57. This corresponds
to the chaotic regime of the logistic equation. The solution will never repeat its past behavior.
The lower panel shows the logic equation for 3.84. At this point, the logistic equation recovers
a three-cycle periodicity. However, as we increase r the period doubling behavior starts until it
reaches the chaotic regime again.
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Figure 3.4: Final set of asymptotic values (bifurcation diagram) (top panel) and Lyapunov expo-
nents (Eq. 3.4.12) (bottom panel) in dependence of the growth rate parameter r for the logistic
equation. In the non-chaotic regime (negative Lyapunov exponents), the logistic equation exhibits
periodic behavior. This is represented by a finite set of final asymptotic values in the bifurcation
diagram. In the chaotic regime (positive Lyapunov exponents), the solution never repeats its past
behavior. This corresponds to an infinite set of asymptotic values in the bifurcation diagram.
Images generated and distributed under the CC-BY-NC-ND license [2].
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and

f
′
(xi) =

df(x)

dx

����
x=xi

. (Eq. 3.4.14)

For the logistic equation f(x) = rx(1− x).
In the lower panel of Figure 3.4 are plotted the Lyapunov exponents computed with Equation

3.4.12 versus the value of the growth rate parameter r. The appearance of a positive Lyapunov
exponent (red dots) indicates chaos. The chaotic behavior of the solution of the logistic equation
emerges for r > 3.569. However, even within this interval, there are zones with a negative Lyapunov
exponent (black dots).

The zones with negative Lyapunov exponents coincide with the values of r for which the logistic
equation has a finite set of asymptotic values, these are the periodic n-cycle solutions. The positive
Lyapunov exponents are related to the value of r with a continuous set of final asymptotic values.
For these intervals of r the solutions do not repeat their past behavior.

The sensitive dependence on the initial condition of the chaotic and periodic solutions to the
logistic equation is also described in Figure 3.5. There, I simulated the behavior of the logistic
equation for a growth rate parameter of r = 3.49 and 4.00. This corresponds to the four-cycle and
infinity-cycle (chaotic) solutions.

In panel (a) of Figure 3.5 are shown two simulations of the four-cycle solution with close
initial conditions x0 of 0.01 and 0.01 + 10−10. As can be observed in panel (b) of Figure 3.5,
both simulations converge. After 60 iterations, the initial difference between the two simulations
decreased from 10−10 to 10−16.

In panel (c) of Figure 3.5 the chaotic behavior of the logistic equation is plotted for two nearby
initial conditions x0 of 0.01 and 0.01+10−10. Contrary to the four-cycle solution, after 25 iteration,
the two chaotic simulations start to behave in a different trend. The panel (d) of Figure 3.5
clarifies that the small initial difference between the two solutions grows exponentially (a line in
the logarithmic plot) until it reaches the same magnitude as the solution xi. At this point, the
small difference between the two initial conditions 10−10 has become important, making the two
solutions evolve in different ways.

The sensitive dependence on the initial condition of a chaotic system has a huge implication
for our capacity to predict the future behavior of a chaotic dynamical system. If the initial differ-
ence between the initial condition (10−10) in the logistic map is considered an uncertainty in our
knowledge of the initial condition (remember, it is impossible to do an exact measurement). After
30 iterations, the propagation of uncertainty will grow from 10−10 to 1. As the possible values of
xi are between zero and 1, the final uncertainty in our prediction will be of 100%. This is why
chaotic systems are highly unpredictable.

3.5 Chaos in the two beam neutrino model

Chaos in neutrino flavor evolution in dense environments has been studied by Hansen and Han-
ndestad [80]. They numerically studied the two-beam neutrino model, in which neutrinos are
traveling in two momentum states in opposite directions ( #»p1 = − #»p2). This model is well known
to exhibit flavor instabilities.

Hansen and Hannestad used the polarization vector parameterization of the density matrices
for two flavors

Pi = Tr (ρσi) (Eq. 3.5.1)

P̄i = Tr (ρ̄σi) , (Eq. 3.5.2)

where σi represents the Pauli matrices, and P holds for neutrinos and P̄ for antineutrinos. It is
evident that the flavor polarization vector is a three-dimensional vector, as there are only three
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Figure 3.5: Sensitive to the initial condition in stable and chaotic systems. The panel (a) shows two
four-cycle solutions of the logistic equation that are iterated starting with a close initial condition
of x0 = 0.01 and 0.01 + 10−10. The panel (b) shows the difference between the two solutions in
the panel (a). Both simulations converge. On the contrary, in panel (c) are plotted two chaotic
solutions to the logistic equations with nearby initial conditions x0 = 0.01 and 0.01 + 10−10. As
panel (d) shows, the difference between the two solutions grows exponentially over time but stops
after approximately 25 iterations.
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Pauli matrices. The density matrix in terms of the flavor polarization vector will be given by

ρ =
1

2
(I + P · σ) (Eq. 3.5.3)

ρ̄ =
1

2

�
I + P̄ · σ

�
. (Eq. 3.5.4)

where σ = (σ1,σ2,σ3). The polarization vector in equations 3.5.1 and 3.5.2, contrary to the
isospin convection, in which neutrinos and antineutrinos with similar flavor content are represented
with polarization vectors pointing in opposite directions, Hansen and Hannestad decided to point
neutrinos and antineutrinos with same flavor content in the same direction. In equations 3.5.1 and
3.5.2 both polarization vectors P and P̄ are normalized to one.

In the polarization vector formalism and considering the generalization to N momentum states
and neglecting matter effects in order to make the analytical treatment of the equations simpler (as
was exposed in Section 2.4 matter effects just redefine the mixing angles and can be neglected in
analytic calculation), the equation of motion for the i momentum state (Equation (1) in reference
[80]) will be given by

Ṗi =
�
ωiB+ µ

2

PN
j=1(Pj − P̄j)(1− #»vj · #»vi)

�
×Pi (Eq. 3.5.5)

˙̄Pi =
�
−ωiB+ µ

2

PN
j=1(Pj − P̄j)(1− #»vj · #»vi)

�
× P̄i (Eq. 3.5.6)

where µ ∼ 2
√
2GFnν ; ωi = ∆m2/2Ei; B is the mass unit vector in flavor space, this vector result

from the matrix decomposition of the two flavor vacuum Hamiltonian in terms of the Pauli matrices.
#»vi =

#»pi/Ei is the direction of the momentum. Following Hansen and Hannestad nomenclature,
arrows indicate vectors in real space while bold faces refer to vectors in polarization space.

By convention, Hansen and Hannestad take the mass unit vector in flavor space to define the
z axis B = (0,0,−1). This choice ensures that ω > 0 corresponds to the normal hierarchy, while
ω < 0 corresponds to the inverted hierarchy. This implies that the polarization vector given by
equations 3.5.1 and 3.5.2 needs to be rotated. In equations 3.5.1 and 3.5.2, the z component of
the polarization vectors represents the electron flavor state. A neutrino and antineutrino in the
pure electron state will be given by Pi = P̄i = (0, 0, 1). However, on the new axis configuration a
neutrino and antineutrino in the pure electron state will be given by

Pi = P̄i = ( sin 2θ , 0 , cos 2θ ), (Eq. 3.5.7)

where the mixing angle is arbitrarily chosen to satisfied sin(2θ) = 0.1.
In addition, in order to take advantage of the conservative nature of the system, they considered

a classical Hamiltonian formulation of equations 3.5.5 and 3.5.6 given by

Hclassical = B ·M+
µ

4

NX

i,j=1

(Pi − P̄i)(Pj − P̄j)(1− #»vi · #»vj) (Eq. 3.5.8)

where M, in analogy to the magnetic moment, takes the form M =
PN

i=1 ωiPi + ωiP̄i.
With the classical neutrino flavor Hamiltonian in equation 3.5.8, the equation of motion of the

polarization vector will be given in terms of the Poisson brackets as

Ṗi = {Pi, H}
˙̄Pi = {P̄i, H}.

(Eq. 3.5.9)

In the particular case of two momentum states in opposite directions ( #»p1 = − #»p2), it is useful
to write the sum and the difference of the polarization vector of neutrinos and antineutrinos in the
momentum state i = 1, 2 as follows:

Si = Pi + P̄i

Di = Pi − P̄i,
(Eq. 3.5.10)
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in terms of this, the equation of motion for the flavor in the two beam neutrino systems will be
given by

Ṡ1 = ωB×D1 + µD2 × S1

Ṡ2 = ωB×D2 + µD1 × S2

Ḋ1 = ωB× S1 + µD2 ×D1

Ḋ2 = ωB× S2 + µD1 ×D2

(Eq. 3.5.11)

Hansen and Hannestad solved these equations numerically with ω = ±1 for the normal and
inverted mass hierarchies and µ = 6 in some arbitrary units. They choose the initial condition to
be symmetric in both beams (S1 = S2 and D1 = D2), with neutrinos and antineutrinos in the pure
electron states

S1 = 2( sin 2θ , 0 , cos 2θ ) (Eq. 3.5.12)

D1 = ( 0 , 0 , 0 ) (Eq. 3.5.13)

S2 = 2( sin 2θ , 0 , cos 2θ ) (Eq. 3.5.14)

D2 = ( 0 , 0 , 0 ). (Eq. 3.5.15)

Hansen and Hannestad identify two solutions for the two possible values of the mass hierarchy
for the regime where µ > ω. This condition represents a dense neutrino environment in which the
neutrino-neutrino interaction dominates the vacuum flavor transformation mechanism.

For the normal hierarchy ω > 0, Si and Di slightly oscillate around the z and y axes, respec-
tively. Hansen and Hannestad called it stationary, as it only deviated slightly from the initial
condition.

For the inverted hierarchy ω < 0, the solution is a bipolar oscillation. Since the vector D that
describes the separation between the neutrinos and antineutrinos polarization vector grows until
it reaches a full inversion of the polarization vector.

Hansen and Hannestad also studied the antisymmetric initial conditions (Sx1 = −Sx2 > 0)

S1 = 2( sin 2θ , 0 , cos 2θ ) (Eq. 3.5.16)

D1 = ( 0 , 0 , 0 ) (Eq. 3.5.17)

S2 = 2(− sin 2θ , 0 , cos 2θ ) (Eq. 3.5.18)

D2 = ( 0 , 0 , 0 ). (Eq. 3.5.19)

Contrary to the symmetric initial condition. For the normal hierarchy, the antisymmetric
initial condition describes bipolar oscillations. For the inverted hierarchy, it describes a stationary
solution.

Other modifications to the initial condition of the flavor polarization vectors lead to complex
nonlinear behavior. These solutions were called non-periodic.

In order to study the complex behavior of the flavor transformation in the two-beam neutrino
model, Hansen and Hannestad computed the set of Lyapunov exponents and the covariant Lya-
punov vectors for the stationary, bipolar, and non-periodic solutions. The covariant Lyapunov
vectors are a generalization of the concept of normal modes for a stationary solution to arbitrary
trajectories in the state space. The Lyapunov vectors have the property that when the vector is
evolved forward in time it expands at an exponential rate λ and when it is evolved backward in
time it contracts at an exponential rate of −λ.

Because the neutrino system is conservative, Hansen and Hannestad expected a symmetric
set of Lyapunov exponents. The two-beam model consists of four polarization vectors, one for
neutrinos and one for antineutrinos in both momentum states. This means that the two-flavor,
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two-beam neutrino system expands its solution into 12 dimensional state space, as each vector has
three components. Due to this, the set of Lyapunov vectors must have the following form:

(λ1,λ2,λ3,λ4,λ5,λ6,−λ6,−λ5,−λ4,−λ3,−λ2,−λ1, ).

For the trajectories under study, Hansen and Hannestad found only four non-vanishing Lyapunov
exponents

(λ1,λ2, 0, 0, 0, 0, 0, 0, 0, 0,−λ2,−λ1, ).

The reason for this behavior is that for each conserved quantity, there will be at least one
vanishing Lyapunov exponent. As the set of Lyapunov exponents is symmetric, there will be two
vanishing Lyapunov exponents for each conserved quantity. The conserved quantities in the two
neutrino beam models are the Hamiltonian Hclassical, P · B where P =

PN
i=1 Pi − P̄i, and the

magnitude of the polarization vectors. This results in six vanishing Lyapunov exponents.
In Sections 3.5.1, 3.5.2 and 3.5.3, I will expose Hansen and Hannestad’s results for the station-

ary, bipolar and non-periodic solutions, respectively.

3.5.1 Stationary solutions

The stationary solution occurs in the normal hierarchy for the symmetric initial condition (Sx1
=

Sx2) and in the inverse hierarchy for the antisymmetric initial condition (Sx1 = −Sx1). Although
the solution is called stationary, the neutrino flavor evolution is still non-linear. The Lyapunov
exponents were found λ1 ≈ λ2 = 3.31.

As the state space of the two beam neutrino system is 12 dimensional, the covariant Lyapunov
vectors will have 12 components, Hansen and Hannestad computed them for each time step of
the simulation, however, the visualization of these vectors is complicated. Hansen and Hannestad
computed the average in time of each component and compared their values; this can be found
in figure 4 in reference [80]. The covariant vectors show that the direction of the stable and
unstable directions in the polarization space is in the same; this means that the diverging solution
will always dominate in the solutions. The covariant Lyapunov vector due to a zero Lyapunov
exponent indicates a marginally stable direction and are related perturbations that respect the
symmetry of the system (Sx1 = Sx2 symmetric and Sx1 = −Sx1 antisymmetric).

Another important conclusion about the stability of the systems was found by transforming
the reference frame again to that in which the z axis represents the pure electron neutrino state.
Hansen and Hannestad concluded that in the case of a vanishing mixing angle θ, the stationary
solution will be marginally stable towards perturbations in the flavor content (perturbations in the
z axis) but unstable towards anything that could shift the phase as perturbations in the x and y
axes. In the case of a non-vanishing mixing angle, the inverted hierarchy will be unstable towards
flavor perturbations. The normal hierarchy will be unstable towards anti-symmetric perturbations
but marginally stable towards symmetric flavor perturbations.

3.5.2 Bipolar solutions

The bipolar oscillation is found for the antisymmetric (Sx1 = −Sx2) initial condition for the normal
hierarchy and the symmetric (Sx1 = Sx2) initial condition for the inverted hierarchy.

For the normal hierarchy, the Lyapunov exponents λ1 = 0.997 and λ2 = 0.545 were found.
For the inverted hierarchy, the Lyapunov exponents were found λ1 = 0.545 and λ2 = 0.0006 ≈
0. Compared to the Lyapunov exponents of the stationary case, these are not degenerate and
λbipolar < λstationary suggest that the stationary solution is more unstable than the bipolar solution.

The covariant Lyapunov vector analysis shows that only the perturbations that break the
symmetry grow exponentially. For the normal hierarchy with antisymmetric initial condition
(S1x = −S2x) is stable towards antisymmetric perturbations but unstable with regard to sym-
metric perturbations. The inverted hierarchy with symmetric initial conditions is stable with
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respect to symmetric perturbations but unstable with respect to antisymmetric perturbations. At
the same time, a small symmetric perturbation in the flavor content (z axis) or the x and y axis will
not be important in the inverted hierarchy if the initial conditions are approximately symmetrical.

3.5.3 Non-periodic solutions

The non-periodic solutions are generated with the same initial condition as the stationary and
bipolar solutions but by adding δ = 2 · 10−3 to one of the directions Sz or Sy. Hansen and
Hannestad found that these initial conditions are enough to make the marginally stable directions
non-periodic and at the same time they allow the study of the symmetric (S1x = −S2x) and
antisymmetric (S1x = −S2x) initial conditions.

Hansen and Hannestad studied two different solutions, modifying Sz, the solution was found
to be mildly non-periodic and modifying Sy very chaotic. They found that modifying all the
other components gave results similar to mildly non-periodic and chaotic solutions. The covariant
Lyapunov vectors were very similar in both solutions.

The Lyapunov exponents for the non-periodic solution range between 0.28 < λ1 < 1.23 for both
hierarchies. The second Lyapunov exponent for the normal hierarchy ranges from 0.52 to 0.79.
For the inverse hierarchy the largest λ2 was found to be 0.082 indicating that there are directions
in which the solution is almost stable in the inverted hierarchy.

The first Lyapunov exponent was found to be approximately one third of the stationary case
and quite similar to the bipolar case. This means that a certain perturbation would need about
three times longer to affect the solution in the non-periodic cases than it would in the stationary
cases.

The mildly non-periodic solution has Lyapunov exponents of approximately one for the normal
hierarchy. Both covariant Lyapunov vectors associated with these Lyapunov exponents will diverge
almost at the same rate. For the inverse hierarchy, λ2 ≈ 0 and λ1 ≈ 1. The covariant Lyapunov
vector associated with the first Lyapunov vector will diverge faster than the Lyapunov covariant
vector associated with the second exponent and will dominate the chaotic dynamics.
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Chapter 4

Methodology

4.1 PIC quantum neutrino transport

To simulate the flavor transformations of neutrinos in a dense neutrino environment, I used the
open source EMU code1 [24]. EMU solves the neutrino quantum kinetic equations (Equations
2.3.15, 2.4.20, 2.5.2 and 2.5.3) under the mean-field approximation.

There are different ways to discretize the neutrino quantum kinetic equations in a dense neu-
trino gas (see for example [10, 68, 137, 138]). The discretization scheme is the way in which the
neutrino momentum and/or coordinate spaces are divided to approximate the computation of the
derivatives (advection term, momentum exchange, flavor transformation) in the neutrino transport
equation 2.5.2. Several authors have performed calculations under restricted symmetries as sim-
plifications, these included homogenous systems, beam models, planar geometry models and line
models. Almost all of them are only in the two-flavor transformation scheme [11].

To discretize the neutrino system, Emu implemented the particle-in-cell (PIC) methods used
mostly by the plasma physics community. To discretize the neutrino field, EMU uses computational
particles that represent a given number of neutrinos N and antineutrinos N̄ with two density
matrices that represent the neutrinos ρ and antineutrinos ρ̄ quantum states.

In EMU, the evolution in time of a computational particle is given by the next set of equations
(Equation 4 in reference [24])

∂ρ

∂t
= −i [H, ρ]

∂ρ̄

∂t
= −i

�
H̄, ρ̄

�

∂x

∂t
= cp̂ (Eq. 4.1.1)

∂E

∂t
= 0

∂p̂

∂t
= 0

∂N

∂t
=

∂N̄

∂t
= 0.

These imply there is no momentum exchange (incoherent scattering), annihilation, or creation
of neutrinos and antineutrinos, neutrino and antineutrino energies are larger than their rest mass,
and the flavor transformation is given by the Schrödinger equation 2.3.12. As was exposed in

1EMU GitHub repository: https://github.com/AMReX-Astro/Emu
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Chapter 2, the neutrino Hamiltonian is the sum of the vacuum, matter and neutrino-neutrino
interaction Hamiltonian in equations 2.3.15, 2.4.20 and 2.5.3, respectively.

According to the EMU discretization of the neutrino system, the vacuum, matter and neutrino-
neutrino interaction Hamiltonians are conveniently coded in the following form:

Hvacuum
ab = Uac

p
p2c2 +m2

cc
4δcdU

†
db (Eq. 4.1.2)

Hmatter
ab =

√
2GF (ℏc)3(na − n̄∗

a)δab (Eq. 4.1.3)

Hneutrino
ab =

√
2GF (ℏc)3

�
(nab − n̄∗

ab)− p̂ · (fab − f̄∗
ab)

�
, (Eq. 4.1.4)

Einstein summation convention is assumed. And nab and fab are the neutrino number density and
flux defined as

nab =
1

c3

Z
dp̂

Z
dp p2fab (Eq. 4.1.5)

fab =
1

c3

Z
dp̂

Z
dp p2fabp̂ (Eq. 4.1.6)

where fab is the neutrino distribution function matrix defined in section 2.5. na represent the
lepton number density of flavors a = e, µ, τ .

To compute the flavor Hamiltonian of every computational particle in the simulation, it is
necessary to know the neutrino and antineutrino number density and flux at every computational
particle position, as can be observed in equations 4.1.2, 4.1.3 and 4.1.4. This is an easy task in a
continuous neutrino and antineutrino field. However, in the discrete approximation used in EMU,
it is necessarily a process of interpolation of the neutrino and antineutrino number density and
flux at every computational particle position.

For this reason, EMU divides the simulation spatial domain into a background grid. The
collection of computational particles moves through the grid cells.

To compute the neutrino and antineutrino number density and flux at every computational
particle position, EMU performs two procedures: a deposition and an interpolation.

In the deposition algorithm, EMU constructs a neutrino and antineutrino distribution for each
cell of the grid. To do this, each computational particle is modeled with an extended shape
function. This means that all computational particles will represent a distribution of neutrinos
and antineutrinos that spread over a spatial domain comparable to each grid cell. In this work,
the computational particle’s shape function is a quadratic function of its position.

The deposition algorithm used in the EMU is represented graphically in Figure 4.1. Each
computational particle i = 1, 2, 3, ... contributes to each cell distribution j in a proportion given
by the weight wij . The weight is given by the shape function at the cell center position. The sum
of the weight wij of the particle i in all affected cells j is defined 1, which means that wij is the
fraction of the particle i that contributes to the grid cell j. In this form, the j cell distribution is
constructed with the following set of equations:

nν,j =
1

∆V

X

i

Niwijρi

n̄ν,j =
1

∆V

X

i

N̄iwij ρ̄i (Eq. 4.1.7)

fν,j =
1

∆V

X

i

Niwijρip̂i

f̄ν,j =
1

∆V

X

i

N̄iwij ρ̄ip̂i

where ∆V is the cell volume and i runs over all computational particles.
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Figure 4.1: Deposition algorithm: Process of construction of the cell’s neutrinos and antineutrinos
distribution. Each computational particle (orange dots) is modeled by an extended quadratic shape
function that depends on the coordinates. Given by the shape function, every computational
particle i contributes a fraction wij of their particles to the cell distribution j (black dot). In
this form, the neutrinos and antineutrinos number density and flux at each cell are given by the
equation 4.1.7.

Once the distribution of each cell (neutrinos and antineutrinos number density and flux) is ob-
tained from the deposition algorithm, it is possible to interpolate the neutrino number density and
flux to the position of each computational particle. For this proposal, EMU uses an interpolation
algorithm (See figure 4.2 for a graphic representation).

To interpolate the neutrino and antineutrino number flux at the position of a computational
particle i, the interpolation algorithm runs over each cell distribution j, adding a fraction wij of
the cell’s neutrino and antineutrino number and flux density. This procedure is mathematically
represented in EMU with the following equations:

nν,i =
X

j

wijnν,j

n̄ν,i =
X

j

wij n̄ν,j (Eq. 4.1.8)

fν,i =
X

j

wijfν,j

f̄ν,i =
X

j

wij f̄ν,j

where j runs over each cell on the grid.
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Figure 4.2: Interpolation algorithm: To compute the neutrinos and antineutrino’s number density
and flux at the computational particle i location, the interpolation algorithm runs over each cell
distribution j adding a fraction wij of the cell’s neutrino and antineutrino number density and
flux. This procedure is mathematically represented in EMU with the equations 4.1.8.

In this way, it is possible to compute the neutrino and antineutrino numbers and flux density
at each computational particle position, as well as the neutrino-neutrino flavor Hamiltonian in
equation 4.1.4. In each time step, the deposition and interpolation algorithms are repeated to
evolve the neutrino quantum kinetic equations 4.1.1.

The last description is implemented in the EMU code in an efficient and scalable manner,
based on the AMRex framework for performance portable to CPU and GPU hardware. More
details about EMU can be found in the reference [24].
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Chapter 5

Results and discussion

5.1 One dimension fiducial simulation

In this section, I will discuss the one-dimensional fiducial simulation presented in reference [24], my
motivation for this simulation is to have a test problem with known results. The input parameters
of this simulation are publicly available in the GitHub repository of the EMU code1.

In this simulation, neutrinos and antineutrinos exhibit strong electron-lepton number crossing.
One-third of the total number of neutrinos and antineutrinos traveling in opposite directions. This
system has shown strong fast flavor instabilities that match the unstable modes predicted by linear
stability analysis.

In this simulation, I consider a 1× 1× 64 cm domain that is partitioned into 1024 cells in the
ẑ direction. Previous work showed that the one-dimensional results are robust in comparison with
the computationally expensive three-dimensional simulation [46]. In order to have a numerically
consistent analysis (see Appendix: Convergence test), I chose to simulate 24, 088 computational
particles that are released from the center of each cell with directions distributed approximately
isotopically. The electron neutrino and antineutrino densities were chosen to be 4.89× 1032 cm−3

and zero for muon and tau neutrinos and antineutrinos, respectively. The reason for this choice is
that the fastest growing mode of a two-beam model with these neutrino densities has a wavelength
of 1 cm, as mentioned in the reference [24].

The number of physical neutrinos and antineutrinos that a computational particle represents
is set by the following equation:

Np =
1

Nppc
(ninput + 3finput · p̂)∆V (Eq. 5.1.1)

N̄p =
1

Nppc

�
n̄input + 3f̄input · p̂

�
∆V, (Eq. 5.1.2)

where ninput(n̄input) is the neutrino(antineutrino) density, finput(f̄input) is the neutrino(antineutrino)
flux density established to be finput = ninputẑ/3 and f̄input = −n̄inputẑ/3, Nppc is the number of
computational particles per cell. This generates an anisotropic neutrino distribution based on an
isotropic distribution of computational particles.

The initial flavor state of each computational particle is considered to be nearly in the pure
electron state with a small random perturbation on the non-diagonal component of the density
matrix as follows:

ρ =



1− ϵµ − ϵτ α (U + Ui) α (U + Ui)

ρ∗eµ ϵµ 0
ρ∗eτ 0 ϵτ


 , (Eq. 5.1.3)

1https://github.com/AMReX-Astro/Emu
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Figure 5.1: Time evolution of the neutrino’s density matrix components averaged over the entire
domain in the one-dimensional fiducial simulation. The yellow area describes the linear regime
in which the unstable modes grow exponentially matching the prediction of the linear stability
analysis. The gray area represents the non-linear regime in which the system approximately reaches
the flavor equilibrium (black dotted line). The antineutrino density matrix components averaged
over the entire domain follow the same trend.

ρ̄ =



1− ϵµ − ϵτ α (U + Ui) α (U + Ui)

ρ̄∗eµ ϵµ 0
ρ̄∗eτ 0 ϵτ


 , (Eq. 5.1.4)

where U is a random number between −1 and 1 generated each time it appears and α is the
strength of the random perturbation, which is set to be 10−6. ϵµ and ϵτ are computed once the
random non-diagonal components are generated in order to satisfy the conservation of the length
of the flavor polarization vector and the unit trace of the density matrix.

Although the timescale of this simulation is too short for vacuum neutrino oscillation to be
observed, I included it for completeness. As in reference [24], I consider the vacuum term in the
flavor Hamiltonian setting the mixing angles of the PMNS mixing matrix as θ12 = 10−6, θ23 = 8.61
and θ13 = 48.3 degrees. The charge-parity violation phase was settled at 222 degrees [103]. The
neutrino propagation eigenstate masses were established to be m1 = m2 = 0 and m3 = 0.0495 eV.
All neutrinos were considered to have an energy of 50 MeV.

In Figure 5.1 the components of the density matrix are plotted averaged over the entire domain.
For the purpose of this study, I will divide the neutrino flavor evolution into two phases: the linear
and non-linear regimes represented by the yellow and gray areas, respectively.

In the linear regime (yellow area), the small amplitude of unstable modes grows exponentially as
predicted by the linear stability analysis [24]. The non-diagonal components of the domain averaged
density matrix start to behave linearly in the logarithmic plot after 0.1 ns. This exponential trend
of the small unstable modes eventually reaches saturation when their amplitudes grow sufficiently
to leave the linear regime at approximately 0.28 ns. At this point, the non-diagonal components of
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Figure 5.2: Time evolution of the neutrino’s density matrix diagonal components of a single com-
putational particle. The yellow and gray regions represent the linear and non-linear regimes,
respectively. In the non-linear regime, the flavor transformation is highly stochastic. Contrary to
the behavior of the averaged density matrix components, individual particles exhibit larger oscil-
lation amplitudes around the flavor equipartition (black dotted line). The antineutrino’s density
matrix diagonal components follow the same trend.

the density matrix are approximately of the same order of magnitude as the diagonal components.
The presence of fast flavor instability is a necessary but not sufficient condition for flavor conversion
to occur [8]. In this simulation, the fast flavor instability results in a large flavor conversion from
electron to muon and tau neutrinos in approximately 0.28 ns.

In the non-linear regime (gray area in Figure 5.1), the diagonal components of the domain-
averaged density matrix approximate the flavor equipartition at late times (black dotted line in
Figure 5.1) reaching an asymptotic behavior around the following values:

⟨ρee⟩ ≈ 0.35

⟨ρµµ⟩ ≈ 0.33 (Eq. 5.1.5)

⟨ρττ ⟩ ≈ 0.32,

the diagonal components of the domain-averaged density matrix slightly oscillate randomly around
these values.

In Figure 5.2 the behavior of the diagonal components of the density matrix is shown for a
single computational particle. The yellow and gray regions represent the linear and non-linear
regimes, respectively. The flavor transformation became noticeable in the final part of the linear
regime, when the unstable modes saturated. In the non-linear regime, the stochastic behavior of
the flavor became the main effect. Contrary to Figure 5.1 in which the density matrix averaged
over the entire domain slightly oscillates approximately around the flavor equipartition, individual
particles experience flavor transformation with large amplitudes.

The highly stochastic behavior of the density matrix component of a single particle in the one
dimensional fiducial simulations gives us valuable insight about the complexity of the neutrino flavor
states. Quantitatively, the complexity has a strong relationship with the sensitive dependence on
the initial condition and can be measured by computing the difference between two one-dimensional
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Figure 5.3: Difference between the domain-averaged electron components of the density matrix of
two one dimensional fiducial neutrino simulations with close flavor initial conditions. The yellow
and gray shaded areas represent the linear and non-linear regimes, respectively. In the upper
panel, both simulations started with a close initial condition at t = 0ns (linear regime). The main
tendency is established by the exponential growth of fast unstable modes. In the lower panel, both
simulations started with a close initial condition at t = 2.7 ns (non-linear regime). The main trend
is an exponential divergence. This suggests the neutrino system is highly sensitive to the choice of
the initial condition. The difference between the domain-averaged electron components reaches an
asymptotic behavior in the upper and lower panels, reaching a maximum separation of the order
of 10−2. The others domain-averaged density matrix components showed the same tendency.
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fiducial simulations with close initial conditions. In the top and bottom panels of Figure 5.3 I
plot the absolute value of the difference between the domain-averaged electron components of
the density matrix |⟨ρbas⟩ − ⟨ρper⟩| of two simulations with close initial conditions. The baseline
simulation ⟨ρbas⟩ is the one-dimensional fidutial simulation described in the last paragraphs, and
the perturbed simulation ⟨ρper⟩ is the baseline simulation plus a random perturbation of amplitude
10−6 in each component of the density matrix of all computational particles. In Figure 5.3, I am
looking for an exponential behavior, as this is a signal of sensitive dependence on the initial
condition and chaos (see Section 3.3).

In the upper panel of Figure 5.3 the initial difference between the domain-averaged electron
components of the density matrix is 3.4 × 10−15 at t = 0ns. In the linear regime (first 0.29 ns),
the growth of fast unstable modes is the dominant behavior. The main tendency is an exponential
behavior with a rate of 1.3× 1010 s−1. However, this exponential behavior can not be assigned to
the sensitive dependence on the initial condition, as chaos emerges only in the non-linear regime
of the equations. Finally, the difference between the domain-averaged electron component of the
density matrix reaches an asymptotic behavior that oscillates randomly between 10−4 and 10−2.

In the upper panel of Figure 5.3 is not clearly appreciated the behavior of the difference between
the domain-averaged electron components in the non-linear regime because the solutions reach the
maximum separation just after leaving the linear regime. To study the behavior of the solutions in
the non-linear regime I compute the difference between the domain-averaged electron components
of the density matrix of two one-dimensional fiducial simulations with close flavor initial conditions
starting at t = 2.7 ns (see the lower panel of Figure 5.3). At this time, fast unstable modes that
grow exponentially in time are not present in the simulation. The initial difference between the
domain-averaged electron component of the simulations at t = 2.7 ns is 2.5× 10−14. After 100 ns,
the difference between the electron components averaged in the domain increases by the 10 order of
magnitudes in an approximately exponential trend (a line in the logarithmic plot). The exponential
growth rate is around 2.2× 108 s−1.

The exponential divergence tendency observed in the domain-averaged electron component of
the density matrix in the lower panel of Figure 5.3 suggests the neutrino system is highly sensitive
to the flavor initial conditions. Although this result is not conclusive because the domain-averaged
electron component of the density matrix is not an exact representation of the entire flavor state
of the neutrinos in the system, it provides valuable information about the maximum impact of the
initial condition in the final domain-averaged components of the density matrix

|⟨ρbas⟩ − ⟨ρper⟩|max
ij ∼ |⟨ρ̄bas⟩ − ⟨ρ̄per⟩|max

ij ∼ 10−2. (Eq. 5.1.6)

This result is independent of the choice of the initial difference between the domain-averaged
components of the density matrix.

In the next section, I will simulate the neutrino flavor transformation inside a small domain
of neutron star mergers. To study the dependence of the system on the initial conditions, instead
of using the domain-averaged components of the density matrix, I will consider a neutrinos flavor
vector that uniquely defines the complete flavor state of the entire system.

5.2 Neutron star merger simulation

Here, I consider the realistic neutrino condition of the neutron star merger simulation studied in
reference [56]. Reference [56] examined the neutrino momentum distribution of the neutron star
merger remnant produced in the classical global general relativistic two-moment radiation hydro-
dynamics simulation in Reference [139]. As in Reference [56] I extracted the neutrino conditions in
a small cube of 7.86 cm size. The region of neutron star merger chosen exhibited a crossing in the
lepton angular distribution, that is, at least one angular direction in which the flux of neutrinos
and antineutrinos are equal. This allows the appearance of fast flavor instabilities [114].

49



The densities and fluxes directions of neutrinos and antineutrinos in the simulation are the
following:

Nee = 1.422× 1033 cm−3

N̄ee = 1.915× 1033 cm−3

Nµµ = 4.913× 1032 cm−3

N̄µµ = 4.913× 1032 cm−3

Nττ = 4.913× 1032 cm−3

N̄ττ = 4.913× 1032 cm−3

fee = (0.0974 0.0421 0.1343) (Eq. 5.2.1)

f̄ee = (0.0723 0.0313 0.3446)

fµµ = (0.0216 0.0743 0.5354)

f̄µµ = (0.0216 0.0743 0.5354)

fττ = (0.0216 0.0743 0.5354)

f̄ττ = (0.0216 0.0743 0.5354)

I will use the same angular distribution as in the reference [56]. There, the lepton angular
distributions were chosen to satisfy the classical maximum entropy closure [140]. This maximizes
the angular entropy of the energy-integrated distribution constrained to a given number density
and flux of each neutrino species in the following relation:

f( #»x , #»p , t) ∝ eZ·cos θ, (Eq. 5.2.2)

where θ is the angle between the momentum direction and the direction of the total flux. Z is a
factor that needs to be calculated to give the total flux its expected value.

To simulate this neutrino flavor evolution in EMU, I chose a one-dimensional array of 1×1×128
cells. Each cell’s center released neutrinos in 24, 088 directions with a roughly isotropic distribution.
The reason for this choice is to get convergence on the exponential growth rate between the two
solutions (see Appendix: Convergence test). Each particle carries a number of neutrinos and
antineutrinos that satisfy the angular distribution of neutrinos given by the maximum entropy
closure for the neutron star merger densities and fluxes in Eq. 5.2.1.

In the same manner that the one-dimensional fiducial simulation. In the NSM simulation, a
small random perturbation of amplitude 10−6 was added to the off-diagonal components of the
density matrix of each particle. This was done to establish the initial amplitude of the unstable
modes.

In this simulation, I do not consider the vacuum neutrino oscillation or the MSW mecha-
nism because they are strongly suppressed by the neutrino-neutrino coherent forward scattering
Hamiltonian at the high neutrino densities of the NSM. The average neutrino energy in the NSM
condition was 20 MeV. However, fast flavor conversion is an energy-independent mechanism.

In Figure 5.4 I show the time evolution of the domain-averaged density matrix components. As
previously, the yellow and gray areas represent the linear and non-linear regimes, respectively.

In the linear regime (yellow area), the existence of a crossing in the angular distribution of
neutrinos and antineutrinos indicate the presence of the fast flavor instability and fast unstable
modes. In Figure 5.4, are observed as the exponential growth of the off-diagonal components of
the density matrix between 0.05 and 0.25 ns. This exponential divergence of the small unstable
modes eventually reaches saturation when their amplitudes grow enough to leave the linear regime
at approximately 0.25 ns. By this time, the diagonal and off-diagonal components of the density
matrix were approximately of the same order of magnitude, exhibiting a large flavor conversion of
neutrinos.
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Figure 5.4: Behavior of the domain-averaged density matrix components for the NSM simulation.
The yellow shaded area represents the linear regime in which the unstable modes grow exponentially
according to the dispersion relation given by the linear stability analysis. The gray shaded area
represents the non-linear regime in which the system reaches a flavor asymptotic behavior without
completely reaching the flavor equipartition (black dotted line).

In the non-linear regime, the gray area in Figure 5.4, the domain-averaged diagonal component
density matrix reaches an asymptotic behavior at late times. However, they never reach the flavor
equipartition (black dotted line in Figure 5.1). The domain-averaged diagonal components slightly
oscillate in a random manner around the following asymptotic values:

⟨ρee⟩ ≈ 0.37

⟨ρµµ⟩ ≈ 0.31 (Eq. 5.2.3)

⟨ρττ ⟩ ≈ 0.31.

The behavior of the diagonal components of the density matrix for a single computational
particle in the NSM simulation is shown in Figure 5.5. As in the last figure, the yellow and
gray shaded regions represent the linear and non-linear regimes, respectively. Noticeable flavor
transformations are observed at the final part of the linear regime, when the unstable modes are
saturated. The non-linear regime (gray shaded regions) is characterized by stochastic behavior of
the flavor. In contrast to Figure 5.4 in which the density matrix averaged in the domain oscillates
slightly around the asymptotic values of Eq. 5.2.3, the diagonal component of the density matrix
of individual computational particles experiences flavor transformations with large amplitudes.

To test the stability of two NSM neutrino environments with nearly identical initial conditions,
I defined the flavor state space vector as follows:

#»r =
X

i

X

α,β

ρiαβ ê
i
αβ , (Eq. 5.2.4)
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Figure 5.5: Time behavior of the diagonal components of the density matrix of a single computa-
tional particle in the NSM simulation. The linear and non-linear regimes are represented by the
yellow and gray shaded regions, respectively. In the non-linear regime, the flavor transformation is
highly stochastic. Contrary to the behavior of the averaged density matrix components, individual
particles exhibit larger oscillation amplitudes approximately around the flavor equipartition (black
dotted line).

where i runs over all the particles in the simulation and α and β run over the components of the
upper part of the neutrino density matrix including the diagonal terms. This vector describes
the complete flavor state of neutrinos in the neutron star merger simulation and will be used to
quantify the impact of the initial conditions on the spatial distribution of the neutrino flavors as
it provides a precise measurement of the difference between the flavor states of the perturbed and
baseline simulation.

I ran two simulations. The first simulation, called the baseline simulation #»rbas, describes the
neutron star merger’s initial condition. The initial condition of the second simulation, called a
perturbed simulation #»rper, is the baseline simulation plus a perturbation of amplitude 10−6 in a
random direction

#»rper(t = 0) = #»rbas(t = 0) + 10−6 · r̂random. (Eq. 5.2.5)

In Figure 5.6 the time evolution of the magnitude of the difference between the baseline and
perturbed simulation | #»rbas − #»rper|(t) is plotted. The yellow and gray shaded areas represent the
linear and non-linear regimes, respectively.

In the linear regime, the difference between the two solutions stays approximately constant
for the first 0.1 ns. After that, they start to diverge exponentially with a growth rate of λ =
5.8 × 1010 s−1. This behavior stops at the end of the linear regime at approximately 0.25 ns and
corresponds to the exponential growth of the unstable modes whose initial amplitudes were chosen
randomly at the order of 10−6. The exponential growth rate of the domain-averaged ⟨ρeµ⟩ and ⟨ρeτ ⟩
components of the density matrix shown in the linear regime (yellow shaded area in Figure 5.4) are
λ = 6.1× 1010 and λ = 5.8× 1010 s−1, respectively. They are responsible for the dominant source
of divergence in the linear regime. The exponential growth rate of ⟨ρµτ ⟩ is λ = 11.9 × 1010 s−1.
This is a factor of two higher than the other non-diagonal components [24]. The initial amplitude
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of ⟨ρµτ ⟩ is zero and became comparable to the ⟨ρeµ⟩ and ⟨ρeτ ⟩ only in the non-linear regime, this is
why this fast exponential mode is not noticed in the difference between the baseline and perturbed
simulation.
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Figure 5.6: Divergence between two neutron star merger neutrinos simulations with close initial
conditions. The yellow and gray shaded areas represent the linear and non-linear regimes, re-
spectively. In the linear regime, the two neutrino solutions diverge exponentially following the
fast unstable modes. In the non-linear regime, unstable modes saturate, stopping the exponential
growth due to the fast flavor instability. However, the difference between the two neutron star
merger neutrinos simulations continues to diverge exponentially at a lower rate between 0.25 and
1.8 ns. Finally, the solution reaches the maximum divergence value imposed by physical constraints
(black dashed line).

Starting the non-linear regime, the baseline and perturbed simulations stop growing at an
exponential rate of 5.8 × 1010 s−1 and start growing exponentially at a rate of approximately
2.8× 109 s−1 until 1.8 ns. At this time in the nonlinear regime, the unstable modes are saturated,
and the exponential growth rate of the unstable mode stops (see Figure 5.4 between 0.25 and 1.8 ns).
At the same time, the domain-averaged diagonal components of the density matrix experience
large flavor conversions, and single particles have already started to transform flavor in a stochastic
manner (see Figure 5.5 between 0.25 and 1.8 ns). As the exponential growth rate can not be related
to the fast unstable modes and the behavior of single computational particle is not exponential (it
is mainly stochastic), the exponential difference between the two solutions must be a dynamical
property of the flavor state space of the neutrino system.

After 1.8 ns in the nonlinear regime. The difference between the baseline and perturbed sim-
ulations starts an asymptotic tendency to the value of | #»rbas − #»rper|(t → ∞) = 1290. This value
represents the maximum divergence between two states as the vector #»r is limited by the unitary
constraint of each neutrino wave function. When the baseline and the perturbed simulation reach
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Figure 5.7: Divergence between two neutron star merger simulations with close initial conditions
in the non-linear regime. At this time, the unstable modes are saturated and have stopped growing
exponentially. The stochastic neutrino flavor transformations are the dominant phenomenon. The
difference between the two close initial condition neutron star merger simulations grows exponen-
tially, proving the unstable dynamics of the initial condition of the neutron star merger neutrinos
system.

the asymptotic behavior, the magnitude of the flavor vector states #»rbas and
#»rper are characterized

by the following values:

| #»rbas|(t → ∞) ≈ 1744

| #»rper|(t → ∞) ≈ 1744,

this implies that an initial uncertainty of 10−6 on the initial flavor neutrino state vector #»rbas will
grow until reach a maximum uncertainty of 44% after 8 ns.

To better understand the dynamics of the divergence between two neutron star merger simula-
tions with close initial conditions, I will avoid the presence of unstable modes that grow exponen-
tially in time by considering two nearby initial conditions in the non-linear regime of the neutron
star merger neutrinos simulation. The main idea of this decision is to remove the instability-driven
exponential growth in order to isolate chaos-driven exponential growth.

In Figure 5.7, I restarted two simulations in the non-linear regime at 2.65 ns. The baseline
simulation describes the neutron star merger simulation. The perturbed simulation describes the
baseline simulation plus a perturbation of amplitude 10−6 in a random direction

#»rper(t = 2.65 ns) = #»rbas(t = 2.65 ns) + 10−6 · r̂random. (Eq. 5.2.6)

The difference between the two solutions (see Figure 5.7) grows exponentially (linear behavior
in the logarithmic plot) with a rate of 2.6 × 108 s−1. This behavior stops approximately at 80 ns
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when the difference between the two solutions reaches the maximum value. Figure 5.7 shows that
the dynamics of the neutron star merger neutrinos simulations are highly sensitive and unstable
to the initial condition and chaotic.

The impact of this exponential divergence rate on a single particle in the PIC simulation is
shown in Figure 5.8. There, going from the top to the bottom panel is shown the behavior of the
diagonal components of the density matrix (ρee, ρµµ and ρττ ). The dotted blue and orange lines
are the diagonal components of the baseline and the perturbed simulation, respectively. The solid
black line is the absolute value of the difference between each component of the density matrix
(∆ραα = |ρbasαα − ρperαα |, α = e, µ and τ). In the bottom panel it is plotted the sum of the difference
of all the diagonal components of the density matrix (∆ρee +∆ρµµ +∆ρττ ) between the baseline
and perturbed simulation.

The baseline and perturbed simulations stay close to each other for the first 65 ns as can be
observed in Figure 5.8 (linear vertical scale). However, the difference between all of the density
matrix components grows exponentially with approximately the same exponential growth rate
as in Figure 5.7. After 65 ns the difference between the baseline and perturbed density matrix
component reached the order of magnitude of 100 and the difference between the blue and orange
dotted lines became evident in the linear scale of Figure 5.8.

The difference between the electron diagonal components reaches a maximum value of 0.43.
The maximum muon diagonal component is approximately 0.63. The maximum tau diagonal
component reaches a maximum difference of 0.63. This implies a high uncertainty in the diagonal
component of the density matrix after the first 65 ns of the neutron star merger neutrino flavor
evolution. This is also evident in the bottom panel of Figure 5.8. There, the sum of the difference
of the diagonal components of the density matrix (∆ρee +∆ρµµ +∆ρττ ) approximates the order
of magnitude of 100 at 65 ns. As the value of the sum of the diagonal components of the density
matrix is one, we can conclude that an initial uncertainty of 10−6 in the neutron star merger flavor
state will lead to 100% uncertainty in the diagonal components of the density matrix of a single
computational particle after approximately 100 ns.
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Figure 5.8: Absolute difference between the diagonal components of the density matrix for a single
particle in the neutron star merger PIC simulation. Although it is not appreciable in the linear
vertical domain of the figures, the difference between each of the diagonal density matrix compo-
nents grows exponentially in time. At approximately 65 ns the difference between each component
reached an order of magnitude of 100 and became appreciable in the plots. In the bottom panel,
the sum of the absolute value of the difference between each density matrix component is plotted.
At approximately 75 ns the uncertainty between the sum of the diagonal components of the density
matrix reaches the value of one, implying a 100% uncertainty.
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Figure 5.9: Top panel: Spectrum of the divergence rate between two neutron star merger neutrino simulations with close initial conditions Both
simulations start evolving in time at 2.65 ns with a difference between them of 10−6. The difference between the two solutions is normalized
each 0.9 ns conserving the direction. This corresponds to the Bennettin algorithm to compute the maximum Lyapunov exponent [3]. However,
we are mostly interested in the initial trend of the difference between the two solutions. The spectrum showed divergence and convergence
directions between the neutrino solutions with close initial conditions. The existence of directions of divergence (positive Lyapunov exponents)
in the neutrino flavor state space is clear prove of chaos in the neutrino flavor evolution. Lower panel: Maximum Lyapunov exponent estimation
(Eq. 5.2.8). The maximum Lyapunov exponent can not be lower than 108 s−1. Even when this plot is not conclusive about the value of the
maximum Lyapunov exponent because only the initial trend of the simulations was considered, it provides a good estimation of the main initial
divergence tendency of the solutions. The observed trend agreed with the existence of positive Lyapunov exponents and chaos.
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In the top panel of Figure 5.9 can be observed how the exponential growth rate of the divergence
between the baseline and perturbed simulation changes in time. The main objective of this plot is
to simulate the Bennettin algorithm to find the maximum Lyapunov exponent of a chaotic system
[3]. For this analysis, I ran two simulations. The baseline solution corresponds to the neutron
star merger neutrinos. The perturbed solution corresponds to the baseline simulation with the
addition of a perturbation of amplitude 10−6 in a random direction. I restarted both simulations
in the non-linear regime at 2.65 ns to avoid the presence of fast flavor unstable modes that grow
exponentially in time.

Unlike the previous analysis in which I ran the baseline and perturbed simulation freely, I
renormalized periodically each 0.9 ns the perturbed simulation to an amplitude of 10−6 preserving
the direction of the vector between the baseline and the perturbed solutions

#»r ren
per = #»rbas + 10−6 ·

#»rper − #»rbas
| #»rper − #»rbas|

. (Eq. 5.2.7)

To get an overall estimate of the maximum Lyapunov exponent (see Section 3.3 for a discussion of
chaos and its relation with positive Lyapunov exponent) the Bennettin algorithm [3] propose the
following equation

λmax =
1

tn − t0

nX

i=1,2,...

ln

� | #»rper − #»rbas|t=ti

10−6

�
. (Eq. 5.2.8)

In this case, t0 = 2.65 ns and | #»rper − #»rbas|t=ti
is the difference between the baseline and the

perturbed vectors before the perturbed simulation is renormalized at a time ti = 2.65 + 0.9i ns,
where i = 1, 2, 3, ... .

In the top panel of Figure 5.9 it is possible to see a broad spectrum of exponential growth
rates. The highest exponential growth rate occurs at approximately 0.97 × 10−8 s and is around
10.7 × 108 s−1. The lowest exponential growth rate occurs at approximately 7.33 × 10−8 s and is
around −1.16× 108 s−1.

This broad spectrum of exponential growth rates is expected because the neutrino N momentum
quantum kinetic equation in equation 3.5.6 can be mapped to the classical Hamiltonian system in
equation 3.5.8. For each canonical coordinate and momentum (see equation 2 of reference [80], in
which the canonical variables are the polar coordinates and momentum that represent the flavor
polarization vectors) it is expected to have a different Lyapunov exponent. One of the Lyaponov
exponents is zero for each conserved quantity and all of them are zero for a stable or integrable
system in which there exist as conserved quantities as degrees of freedoms. The Louville theorem
claims that the state space volume of the canonical coordinates is a constant of motion, this implies
that the spectrum of the Lyapunov exponents needs to be symmetric, as was previously exposed
in Eq. 5.2.9 for the two-beam neutrino model and is generalized here as follows:

(λ1, λ2, λ3, ... ,−λ3, −λ2, −λ1).

This is the reason for the existence of the direction of convergence in Figure 5.9. However, the
stable directions (negative Lyapunov exponents) in the neutrino flavor state space are dominated
by the presence of the divergence direction (positive Lyapunov exponents), a simulation started in
a stable direction will eventually move to a unstable one, this is the reason why unstable direction
are most apparent. It is expected that the neutrino solution will end growing in the direction of
maximum divergence.

The maximum exponent as calculated by Eq. 5.2.8 is plotted in the lower panel of Figure
5.9 for each renormalization done in the simulation shown in the top panel of Figure 5.9. This
provides a good overall measurement of the main tendency of the initial divergence between the
two solutions, which is approximately 3× 108 s−1. This can be understood as a lower limit of the
maximum Lyapunov exponent, whose order of magnitude satisfies the following relation:

λmax > 108 s−1. (Eq. 5.2.9)
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However, Figure 5.9 is not conclusive about the maximum Lyapunov exponent because only the
initial divergence and convergence trend between the baseline and perturbed simulations were
considered.
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Chapter 6

Conclusion

Motivated by the high impact of the neutrino fast flavor transformation in the dynamics of core-
collapse supernovae and the nucleosynthesis of heavy elements in binary mergers and earlier studies
that claimed the neutrino bipolar flavor oscillation contained chaos, I simulated two dense neutrino
systems including a distribution drawn from a neutron star merger simulation in a cube a few cen-
timeters wide. My goal was to prove or disprove the existence of chaos in the evolution of neutrino
flavors and to explain how chaos affects our capacity to forecast the neutrino flavor behavior in
core-collapse supernovae and neutron star mergers. Using the particle-in-cell implementation of
the neutrino quantum kinetic equations in the EMU code, I demonstrated that the neutrino flavor
evolution is chaotic and highly dependent on the initial conditions. Due to positive Lyapunov ex-
ponents, the neutrino system showed an exponential divergence in the flavor space between nearby
trajectories. Although the chaotic evolution of the neutrino flavor implies a huge uncertainty in
the complete knowledge of the future flavor behavior of the system, the domain-averaged density
matrix is not significantly impacted by chaos and can be used in global simulations of core-collapse
supernovae and neutron star mergers that incorporate quantum neutrino transport.

In this work, the first simulation ran was the toy neutrino distribution widely investigated as
the one-dimensional fiducial simulation in reference [24]. This neutrino distribution is characterized
by having brodad distribution of the neutrinos and antineutrinos traveling in opposite directions.
I found that the off-diagonal components of the neutrino density matrix grew exponentially in the
linear regime of the quantum neutrino transport equation (Figure 5.1), this corresponded to the
appearance of fast flavor instabilities. There is a significant flavor conversion as a result of the
fast flavor instability. Even when begun in the pure electron state, the domain averaged diagonal
density matrix components achieved an approximate final asymptotic flavor equipartition in the
non-linear regime. However, the density matrix diagonal component of each computational particle
undergoes intricate, high-amplitude oscillation modes (Figure 5.2).

My main focus for the one-dimensional fiducial simulation was identifying the sensitive de-
pendence on the initial condition of the domain-averaged density matrix components. The fast
flavor instability had a significant impact on the absolute value of the difference between the
domain-averaged density matrix components in the linear regime of the neutrino quantum kinetic
equations. The predominant trend matched the exponential growth rate of fast unstable modes.
In the non-linear regime of the solutions, the trend remained exponential but with a slower growth
rate due to the absence of fast unstable modes (Figure 5.3).

The exponential trend observed in the domain-averaged density matrix components suggests
the flavor state of the system is highly dependent on the initial condition. The highest possible
value of the difference between each domain-averaged density matrix component was determined to
be on the order of 10−2. Future simulations of dense neutrino systems in core-collapse supernovae
and binary mergers will heavily rely on this particular value. Based on a rough extrapolation in
the simulation domain, the highest final uncertainty of the diagonal component of the neutrino
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flavor density matrix will be around 1% when averaged over a 64 cm cube.
The second simulation involved a 7.86 cm cube containing neutrinos in a distribution extracted

from a neutron star merger simulation. The neutrino and antineutrino angular distributions were
approximated by a classical maximum entropy closure, this distribution exhibited a crossing in the
angular distributions of neutrinos and antineutrinos and therefore were unstable. The off-diagonal
components of the neutrinos density matrices grew exponentially in the linear regime. The domain-
averaged diagonal component density matrix exhibited a long term asymptotic behavior in the non-
linear regime, but failed to achieve complete flavor equipartition (Figure 5.4). The flavor changes
of the computational particles showed no discernible pattern; however, the oscillation amplitudes
were in the order of magnitude of 100 (Figure 5.5).

To test the sensitivity of the dependence on the initial condition, I defined a flavor state vec-
tor whose components were all the neutrino and antineutrino density matrix components of the
computational particles. This vector completely captured the flavor state of the entire neutron
star merger neutrino simulation. I conducted two neutron star merger neutrino simulations with
close initial conditions (a difference between the initial flavor state vector of 10−6). When both
simulations were restarted at t = 0ns, the difference between the flavor states increased exponen-
tially according to the fast unstable modes (Figure 5.6). After fast unstable modes saturated in
the non-linear domain, the difference between the flavor states kept expanding exponentially but
with a lower rate. This trend was better observed when both simulations were restarted in the
non-linear regime. The difference between the flavor states showed a strong exponential divergence
pattern (Figure 5.7). This showed that the neutrino flavor simulation of the neutron star merger
was highly sensitive and unstable to the initial conditions, implying chaos.

For the neutron star merge simulation, I also examined how the difference between the flavor
states behaved along the trajectory in the state space of the solutions. In order to address this, I
ran two neutron star merger neutrino simulations with an initial difference between the flavor state
vectors of 10−6 and periodically normalized one of the simulations while maintaining the direction
of the vector between them. This procedure follows the Bennettin algorithm that is normally used
to determine the highest Lyapunov exponent in chaotic systems [3]. The solution’s location in the
state space had a significant impact on the exponential trend of the difference between the flavor
state vectors (Figure 5.9). Due to conservation of phase-space volume in the neutrino quantum
kinetic equations, the exponential growth rate spectrum had convergence zones (negative Lyapunov
exponents). The main tendency (exponential growth rate) of the initial divergence between the
two solution was approximately 3×108 s−1. This is a lower limit for the real value of the maximum
Lyapunov exponent.

The impact of the sensitive dependence on the initial condition of the neutron star merger
simulation on a single computation particle was also studied. An initial uncertainty of 10−10 in
the trace of the neutrinos density matrix will increase exponentially, reaching the value of one in
around 75 ns. This means a 100% uncertainty in each computational particle flavor state (Figure
5.8).

Understanding the whole neutrino flavor oscillation phenomenon in astrophysical systems is
very difficult due to its chaotic character and strong dependence on the initial condition. In this
work, this was reflected in the high uncertainty in both the spatial flavor neutrino distribution
and the density matrix of the individual computational particles. However, in global simulations
of core-collapse supernovae and neutron star mergers, the main interest is in the domain-averaged
density matrix component defined by the spatial resolution of the simulation. As was demonstrated
in this work, the domain-averaged neutrino density matrix component is not highly impacted by
chaos and can be used as a key variable in the global simulation of core-collapse supernovae and
neutron star mergers.
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Appendix: Convergence tests

I am especially interested in the convergence of the value of λ in the exponential divergence between
two neutrino flavor solutions that start in close flavor states (baseline simulation #»rbas and perturbed
simulation #»rper) that evolve as

| #»rbas − #»rper| = A0e
λ(t−t0) (Eq. 6.0.1)

t ≥ t0.

this is equivalence to Eq. 3.3.3 (see Section 3.3 for a discussion of chaos and their relation with
the exponential divergence of solutions with close initial condition). #»r is the state vector1 of the
entire neutrino system

#»r =
X

i

X

α,β

ρiαβ ê
i
αβ , (Eq. 6.0.2)

where i run over all the particles in the system and α and β run over the diagonal and upper
components of the neutrino density matrix ρiαβ .

The baseline simulation is the one-dimensional fiducial simulation (see Section 5.1 or reference
[24] for more details). However, I will arbitrarily change the simulation parameters to obtain the
convergence in the exponent λ. The perturbed simulation is the baseline simulation plus a small
perturbation in a random direction at a specific time t0

#»rper(t0) =
#»rbas(t0) +

#»rrandom, (Eq. 6.0.3)

where the magnitude of the perturbation is | #»rrandom| = A0. Both the original and perturbed
simulations are then evolved forward in time.

To compute the value of λ in Eq. 6.0.2 I used the least squares linear fit method (y = mx+ b)
with the numpy.polyfit() function once the two solutions #»rbas and #»rper are known. Using
y = ln | #»rbas − #»rper|, m = λ, x = t− t0 and b = lnA0 the numpy.polyfit() function return values
of lnA0 and λ that minimize the sum of the squares of the residuals.

The particle-in-cell neutrino simulations in EMU depend on three imposed parameters: the
domain size, the number of cells and the number of particles. The number of cells and the number
of particles do not represent any physical parameters, and the result must be independent of the
choice of them. However, these parameters must be carefully chosen to ensure convergence in the
physical parameter under study. If the simulation domain is too small to contain the system’s
fastest unstable growth mode, the instability will grow more slowly than in reality. On the other
hand, as the small-scale neutrino behavior depends on the number of cells; unstable modes with
wavelengths shorter than the cell size, or equivalently, frequencies greater than the characteristic
Nyquist frequency, will not emerge in the simulation.

In environments with high neutrino densities, the neutrino distribution is very well described
as a continuous function with an effectively infinite number of neutrinos. To computationally

1The vector #»r is not a physical vector since it does not satisfy the transformation rules of physical vectors.
Indeed, it represents in vector notation the solution of the system of differential equations that describe the time
evolution of the neutrino density matrix components.
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discretize the neutrino distribution, the particle-in-cell method clumps the real neutrinos into
packages called particles (see Section 4 for more details on the discretization of the neutrino field).
To obtain a good approximation of the original continuous distribution, it is necessary to consider
many particles. The number of particles in the simulation also affect the angular resolution of the
simulation. As the neutrino-neutrino coherent forward-scattering Hamiltonian in equation 2.5.3
depends on the neutrino direction, many particles imply that a greater number of neutrinos will
be represented in different directions, increasing the precision of the simulation.

An important factor in the computation of the exponent λ is the amplitude of the initial
perturbation | #»rrandom| = A0. A small perturbation can lead to subtractive cancelation errors. On
the other hand, high amplitudes can potentially stop the exponential trend once it has reached the
divergence limit.

In the following subsections, I will test the impact of the domain size, number of cells, number
of particles and perturbation amplitude on λ. This will help us to determine the set of parameters
for which the simulation safely reproduces the value of λ.

Number of particles test

To determine whether λ is affected by the number of particles, we performed five baseline simu-
lations in which neutrinos were emitted in a roughly isotropic distribution from each cell’s center.
We considered 92, 378, 6022, 24088 and 54202 directions for each case. The simulation domain
was considered to be 1× 1× 64 cm divided by 1024 cells in the ẑ direction.

I restarted the baseline simulations during the non-linear phase after saturation of the instability
(t = 2.65×10−9 seconds). I added a perturbation of amplitude 10−6 in a random direction and let
the neutrino solutions evolve until the simulation reached a time of 2×10−8 seconds or | #»rbas − #»rper|
reached a value of 10−2.

The values of λ obtained can be observed as • points in Figure 6.1. It is feasible to see that as the
number of directions increases, the values of λ drop. Around the 24088 directions, convergence is
attained. The number of particle in the simulation has a big impact on the exponential divergence
of two nearby initial conditions states, implying that a high-precision simulation is needed to get
convergence in λ.

Perturbation Amplitude Test

To assess the impact of the random perturbation #»rrandom on λ, we performed a baseline simulation
with a domain of 1 × 1 × 64 cm divided by 1024 cells in the ẑ direction. Each cell is initialized
with 24088 particles at the center of the cell emitted in an approximately isotropic distribution.

As in the previous test, I restarted the baseline simulation during the nonlinear phase after
saturation of the instability (t = 2.65 × 10−9 seconds). I ran five separate simulations starting
from this point in time for three different random perturbation amplitudes: 1 × 10−6, 1 × 10−8

and 1 × 10−10. To calculate λ, I separately evolve the neutrino states #»rbas and the 15 perturbed
#»rper. I terminate the simulation at 2 × 10−8 seconds or until the vector magnitude | #»rbas − #»rper|
reaches a value of 10−2.

The values of λ obtained for an initial perturbation amplitude of 10−10 can be observed as •
points in Figure 6.2. λ varies from an average value of 6.10× 108 s−1 with a standard deviation of
σ = 0.4× 108 s−1. The blue area in Figure 6.2 shows the 2σ region.

We went through the same process again using perturbation amplitudes of 10−8 and 10−10

verify that the measurement of lambda is independent of the perturbation amplitude. In Figure
6.2, the outcomes are represented by the points • and •, respectively. For a initial perturbation
amplitude of 10−8 the values of λ vary from an average of 6.11×108 s−1 with a standard deviation
of σ = 2.28× 107 s−1. The values of λ for the simulations with an initial perturbation amplitude
of 10−6 fluctuates from an average value of 6.48 × 105 s−1 s−1 with a standard deviation of
σ = 6.28× 103 s−1.
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Figure 6.1: Test for convergence of the number of particles. The vertical axis shows the computed
values of the exponent λ in equation | #»rbas − #»rper| = A0e

λ(t−t0) for five one-dimensional fiducial
simulations in which were emitted 92, 378, 6022, 24088 and 54202 particles per cell in an approxi-
mately isotropic fashion. Each simulation used a 1× 1× 64 centimeter domain divided into 1024
cells in the z direction. We added perturbation of magnitude A0 = 10−10 in a random direction
when the neutrino system reached the non-linear regime. As the number of particles in the simu-
lation grow, the values of λ obtained drop. The convergence is attained for a number of directions
greater than 240888.

Less spread in λ is generated by bigger perturbations amplitudes. However, this does not
change the mean significantly λ = 6.11× 108 s−1. At a perturbation amplitude of 10−6 the spread
of λ is negligible and this amplitude can be considered as a convergence point.

Domain size test

I conducted three baseline simulations with domain sizes of 16, 32, and 64 cm in the ẑ direction
and 1 cm in the x̂ and ŷ directions to examine the impact of the domain size in λ. The number
of cell was established to have 16 cells per centimeter in the ẑ direction. From the center of each
cell, 24088 particles were emitted in an approximately isotropic distribution.

As in the previous tests, I restarted the baseline simulations adding a perturbation of magnitude
10−6 in a random direction. We applied the perturbation at t = 2.65×10−9 seconds. This coincides
with the neutrino solutions’ non-linear phase after saturation of the instability. I only let the
neutrino states evolve until the simulation reaches a time of 2× 10−8 seconds or until the value of
| #»rbas − #»rper| reaches 10−2.

In Figure 6.3 the computed values of λ are depicted as • points. The values of λ are not highly
impacted by the simulation domain and they stay approximately constant as the domain increase.
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Figure 6.2: Test for convergence of the perturbation amplitude. Calculated values of λ in equation

| #»rbas − #»rper| = A0e
λ(t−2.65×10−9) for five one-dimensional fiducial simulations for each of the

three initial perturbation amplitudes: A0 = 10−6, 10−8, 10−10. Each simulation has a domain of
1 × 1 × 64 cm with 1024 cells in the ẑ direction and 24088 particles emitted in an approximately
isotropic distribution from the center of each cell. The blue-shaded region represents a 2σ spread
for λ with an initial perturbation amplitude of 10−10. Less dispersion in λ is produced by bigger
perturbations without changing the mean significantly. The orange-shaded region represents a 2σ
spread for λ with an initial perturbation amplitude of 10−8, the for green-shaded region represent
the same for a perturbation amplitude of 10−6.

Without losing any rigorousness, in this work, I will consider a simulation domain of 1 × 1 × 64
cm.

Number of cells test

To examine the impact of the number of cells on the computation of λ. I performed three baseline
simulations with 256, 512 and 1024 cells. We considered a domain of 1 × 1 × 64 cm. Each cell’s
center released neutrinos in 24088 directions with a roughly isotropic distribution.

As in the previous analysis, we restart the simulation in the non-linear phase after the saturation
of the instability (t = 2.65 × 10−9 seconds) adding a perturbation of magnitude 10−6 in random
direction. We only evolve the neutrino states until the simulation reach a time of 2× 10−8 seconds
or | #»rbas − #»rper| reach a value of 10−2.

The result of the computation of λ can be observed as • points in Figure 6.4. The values of λ
are slightly affected by the number of cells in the simulation, slowly increasing as the number of
cell increase.
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Figure 6.3: Test for convergence of the simulation domain. Calculated values of λ in equation
| #»rbas − #»rper| = A0e

λ(t−t0) for three one-dimensional fiducial simulations with domains of 16, 32
and 64 cm in the ẑ and 1 cm in the x̂ and ŷ directions. 24088 particles per cells were consider in
16 cells per cm. Neutrinos were emitted in nearly isotropic directions. In the neutrino non-linear
phase after saturation of the instability, we added a perturbation of magnitude A0 = 10−6 in a
random direction. The values λ stay approximately constant as the simulation domain increase,
having a small impact on the computation of λ.

Final setup

We showed that the simulation domain (Figure 6.3) and the number of cells (Figure 6.4) slightly
impact the values of λ in the equation

| #»r bas− #»r per| = A0e
λ(t−2.65×10−9). (Eq. 6.0.4)

However, λ showed high sensitivity to the number of particles in the simulation (Figure 6.1). I
found that in order to get convergence in λ it is necessary to consider more than 24088 particles
emitted per cell in an approximately isotropic distribution. The spread of the values of λ was
influenced by the perturbation amplitude. Given that the double variables in C++ used in EMU
can hold 25 significant digits, I reasoned that perturbation amplitudes of 10−6 are small enough
to accommodate a tiny spread of λ without producing numerical issues (Figure 6.2).

Previous works have shown that in order to get convergence in the average over the entire
domain of the neutrino distributions after the instability saturates and the value of the unstable
modes of the neutrino fast instability, it is necessary to consider a simulation domain greater than
1× 1× 64 cm with a number of cells in the ẑ direction greater than 1024 and 92 particles [24].
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Figure 6.4: Test for convergence of the number of cells. Computed values of λ from equation
| #»rbas − #»rper| = A0e

λ(t−t0) for three one-dimensional fiducial simulations with 256, 512 and 1024
cells. A 1× 1× 64 cm domain was considered for all simulations. Neutrinos were emitted in nearly
24088 isotropic directions. We added a perturbation in a random direction of magnitude A0 = 10−6

when the neutrino system reached the non-linear phase after the saturation of the instability. The
obtained values of λ slightly increase as the number of cells increase.

Using the four tests presented in this section together with the ones shown in reference [24], I
concluded that the convergence in λ is obtained for a simulation with the following parameters:

• Simulation domain: 1× 1× 64 cm

• Number of cells: 1024

• Number of directions per cell: 24088

• Perturbation amplitude: 10−6

After the perturbation, we only allowed the neutrino states to develop for a maximum time of
1.7× 10−8 seconds and for a value of | #»rbas − #»rper| no greater than 10−2.
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